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Abstract
Many surveys target population subgroups that may not be readily identified in sam-
pling frames. In the case study that motivated this study, the target population was 
households with children between the ages of 3 and 10 from two areas surrounding 
Cleveland, Ohio and Dallas, Texas. A standard approach is to sample households from 
these two areas and then screen for the presence of age-eligible children. Based on the 
estimated number of age-eligible households in these two areas, this approach would 
have required completing screening interviews with 5.4 to 5.7 households to find one 
eligible household. We developed a model-assisted sample design strategy to improve 
screening efficiency by attaching a measure of eligibility propensity to each household 
in the population. For this, we used a modeling and imputation strategy that combined 
information from several data sources: (1) the population of addresses for these two 
areas with demographic covariates from a commercial vendor, (2) external population 
data (from the American Community Survey and Census Planning Data) for these two 
areas, and (3) screening data from a large nationally representative survey. We first 
tested this sampling strategy in a pilot study and then implemented it in the main study. 
This strategy required 4.2 to 4.3 completed screeners to identify one eligible household. 
The proposed approach therefore improved the sampling efficiency by about 25% rela-
tive to the standard approach. 

Keywords: address-based sampling, imputation, rare populations, commercial data, census 
data, address frame
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The Housing and Children Study (H&C) is an evaluation study of housing voucher 
programs provided by the United States Department of Housing and Urban 
Development (HUD), specifically about their effect on the environment and 
experiences of children ages 3 to 10 years old in Dallas, TX and Cleveland, OH. 
These voucher programs assist low-income families and are operationalized in 
municipalities (e.g., Dallas) by local HUD branches known as Public Housing 
Authorities (PHA). H&C was designed to be an in-person survey with two sample 
components: one with individuals that have applied for housing vouchers (“the 
voucher sample”) and the other with members of the general population (“the 
population sample”). The voucher sample was drawn from a well-specified sam-
pling frame by PHAs. This paper focuses exclusively on the methodologies used 
for designing the population sample. Appendix 1 includes a list of acronyms 
used in this paper along with their definitions.

The population sample was designed as an area-probability sample from the 
two areas and used income level as a stratification factor. The main goal was to 
develop strategies to increase the sampling efficiency by reducing the number of 
households to be screened to identify eligible families and, thereby, reducing the 
field cost. Eligible families had at least one child ages 3 to 10 years old. This age 
eligibility rate was estimated nationally at 18.4% based on the American Com-
munity Survey (ACS) 2010-2014 5-year public use microdata sample (PUMS) and 
17.5% based on the National Survey of Family Growth (NSFG) Cycle 8. Based on 
these rates, we would be required to screen roughly 5.4 to 5.7 households to iden-
tify one age-eligible household.

Due to declining response rates and increasing costs for population-based 
surveys, survey researchers have started examining the utility of auxiliary 
data to mitigate such difficulties (Smith, 2011). Commercial databases, typically 
purchased from sample vendors, are an example of this type of auxiliary data. 
Developed for commercial purposes, these databases provide a rich set of infor-
mation at the individual address level, which may allow survey researchers to 
consider these databases as a means for improving sampling efficiency and non-
response bias adjustment (e.g., Buskirk et al., 2014; English et al., 2019; Harter et 
al., 2016; Pasek et al., 2014; West, 2013; West, Wagner, Hubbard, & Gu, 2015).

mailto:sungheel@umich.edu
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Sampling Rare Population Subgroups Using Commercial 
Databases

When surveys target specific population subgroups that are rare or small in 
number, a non-trivial amount of resources is required for screening eligible 
cases. Under this type of sampling scenario, if commercial databases include 
information relevant to the characteristics of target subgroups, it can be 
appended to the sampling frame and used for stratification (Kalton, Kali, & Sig-
man, 2014; Valliant, Hubbard, Lee, & Chang, 2014). A wide range of information 
is available from commercial databases, from socio-demographics to product 
purchase behaviors, donations, and voting records, and the amount of infor-
mation varies by vendors (see Tables A1 and A2 in West et al., 2015). Valliant et 
al. (2014) also demonstrated a stratified sampling approach for the Health and 
Retirement Study (HRS), which is a longitudinal survey that targets a specific 
age cohort every six years using area-probability sampling. In 2016, HRS tar-
geted households whose oldest member was born between 1960 and 1965 with an 
additional goal of oversampling ethnic and racial minorities. The sampling com-
bined stratification at two levels: (1) stratification of geographic segments using 
aggregate level information from the decennial Census and ACS; and (2) strati-
fication of addresses based on age and race/ethnicity information about people 
at the address obtained from commercial databases. With a disproportionate 
allocation, their design achieved cost savings under a variety of constraints. 
Similar gains in sampling efficiency were also demonstrated for a telephone 
survey, the National Immunization Survey (Barron et al., 2015)we assume that 
information is available at the sampling stage to stratify the general-population 
sampling frame into high-and low-density strata. Under a fixed constraint on 
the variance of the estimator of the domain mean, we make the optimum alloca-
tion of sample size to the several strata and show that, in comparison to propor-
tional allocation, the optimum allocation requires (a, where landline telephone 
numbers were stratified by matched commercial data, enabling the targeting of 
households with a minor member. 

Practical Limitations in Using Commercial Databases for 
Sampling

There are three issues with utilizing commercial databases for sampling rare 
population subgroups. First, not all sample addresses (or telephone numbers) 
may be matched to commercial data (Valliant et al., 2014), with matching rates 
potentially varying by vendors (West et al., 2015). Second, for the addresses 
successfully matched with commercial data, variables in the commercial data 
vary in terms of their missing rates, and this also varies by vendor (West et al., 
2015). The third problem is the quality of the information in the commercial 
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databases. The agreement rates between self-reported survey data and commer-
cial data examined. For example, in a study that matched the 2010 U.S. decen-
nial Census with commercial data, Rastogi and O’Hara (2012, Tables 23 and 24) 
showed varying agreement rates not only by vendors but also by characteris-
tics. For example, on race/ethnicity, the agreement rates between the Census 
and commercial data was higher for Whites than for minority groups. The rate 
was around or above 95% for Whites but was around or below 10% for American 
Indian or Alaska Natives. Moreover, there are no standardized racial/ethnic cat-
egories across the commercial data vendors. 

In sum, the third issue above deals with data accuracy, and the first two with 
data availability or completeness. Information incompleteness is directly a 
missing data issue, which has been discussed as a major limitation of using com-
mercial data for sampling (Kalton et al., 2014; Roth, Han, & Montaquila, 2013), 
although a recent study reports some improvement (Roth et al. 2018). In addition 
to the varying missing rates across variables within a database, the missingness 
in the commercial databases itself appears not necessarily at random. For exam-
ple, home ownership in the commercial databases is less likely to be missing 
among home owners than non-owners (Pasek et al., 2014, Table 3). 

Imputing Missing Data in Commercial Databases

To maximize potential benefits of the existing commercial data while mitigating 
the practical limitations of missing data and poor accuracy, this study proposes 
a new method of using commercial data for sampling rare population subgroups 
by imputing missing data and using eligibility prediction models. These meth-
ods are then demonstrated via application to a case study. In the next section, we 
present the sampling design used for H&C, the imputation approaches applied 
to the commercial databases, and the sample design using predicted eligibility 
assisted by the imputed commercial data at the address level as well as external 
data aggregated at the geographic segment level. We then examine the accuracy 
and efficiency of the proposed method as observed in real fieldwork. 

To meet the goal of improving screening efficiency on H&C, we used three 
data sources: (1) the population of addresses enhanced with commercial data for 
the sampled areas purchased from a vendor, (2) external population data (from 
ACS and Census Planning Data) for these two areas, and (3) screening data from 
a large nationally representative survey that includes information relevant to 
the eligibility in H&C. Using information from these three sources, we devel-
oped a two-stage sample design. The first stage involved sampling Census block 
groups (BGs), and the second stage then sampled addresses within the selected 
BGs using enhanced address lists. In both stages, we modelled and predicted 
eligibility using external data. For the first stage, we developed a model to esti-
mate the number of households with at least one child between the ages of 3 and 
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10 years for each BG and used this as the measure of size (MoS) in the selection 
of the BGs. For the second stage, we predicted the probability for having an age 
eligible child for each address in the selected BGs and used this predicted eligi-
bility as the MoS. 

We first implemented this design in a pilot study before refining the strat-
egy for the main study. The next two sections describe the H&C pilot and main 
study. Within each section, sampling methods and results are presented. 

Pilot Study

Sampling Frame

The pilot study was conducted in Dallas, TX, using a sampling frame that 
included a total of 998 BGs, covering 70.5% of the ZIP codes where potential 
voucher applicants resided.

Sample Design

The sample design leveraged multiple external data sources: (1) the ACS 2010-
2014 5-year summary file (SF); (2) the 2016 Census planning data; (3) a commer-
cial database purchased from Marketing Systems Group (MSG: http://www.m-s-g.
com/); and (4) household roster data from the 2011-2015 National Survey of Fam-
ily Growth (NSFG), an area-probability national sample survey conducted by the 
Centers for Disease Control and Prevention. It should be noted that NSFG and 
MSG data are available at the address/household level, while ACS SF and Census 
planning data are aggregated at various levels of geography as fine as BGs. The 
availability of NSFG roster data was crucial for the H&C design, because it pro-
vided precise data on H&C age eligibility used in both stages of sampling.

Two-stage sampling as illustrated in Table 1 was used to select the sample. 
In the primary stage, BGs were sampled using a stratified probability propor-
tionate to estimated size (PPeS) design. In the secondary stage, addresses/house-
holds were selected from sampled BGs also using a stratified PPeS design. The 
detail for each stage is described below. 

http://www.m-s-g.com/
http://www.m-s-g.com/
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Primary Stage Design
The primary stage focused on selecting 15 BGs from 998 BGs on the H&C pilot 
frame using the BG-level number of households with at least one child aged 
between 3 and 10 years old as the MoS. Note that this MoS is not readily avail-
able from any of the external data. We estimated the MoS as follows using NSFG 
and ACS SF data at the BG level. First, we created a dataset by aggregating the 
household-level H&C age eligibility in the NSFG roster data to the BG level and 
appending 160 variables from ACS SF relevant for this age eligibility (see Supple-
mentary Table 1 at https://goo.gl/co4SuZ). Second, for the goal of estimating the 
proportion of H&C eligible households at the BG level, we fitted a grouped logit 
model of aggregated eligibility by regressing the aggregated BG-level eligibility 
rates from NSFG on ACS SF variables. Instead of selecting individual variables 
from ACS for this model, we used principal component analysis (PCA) to reduce 
the dimensionality from 160 ACS variables while retaining a similar amount of 
information. With the PCA suggesting 63 components that explained 95% of the 
variance in the original 160 variables, we modelled the aggregated BG-level eli-
gibility from NSFG on these 63 components as well as 155 two-way interactions 
identified from a stepwise variable selection process. This model included a 
total of 1,909 BGs in NSFG and provided fair fit with an area under the ROC curve 
of 0.66 and a non-significant Hosmer–Lemeshow goodness-of-fit test (χ2=7.90, 
df=8; p=.443). 

The estimated model was applied to the 988 BGs on the H&C pilot frame, from 
which the BG-level proportion of H&C eligible households was predicted. With 
the counts of total households available from ACS SF, the predicted proportions 
were multiplied by the household counts, yielding the MoS at the BG level. The 
minimum MoS was set at 10 eligible households. BGs smaller than the minimum 
MoS were combined within income strata as described shortly.

BGs on the frame were stratified using the proportion of “low income” house-
holds from ACS SF defined as those with annual income less than $35,000. Spe-
cifically, we used the tertiles of this distribution as cutoff points, designating 
BGs into three strata: low (>37.4%; i.e., more than 37.4% of the households in BG 
with income less than $35,000), middle (19.3-37.4%) and high income (<19.3%). 
With the overall project goal being to select BGs at the ratio of 3:2:1 from low-, 
middle- and high-income strata, the pilot study selected 8, 5, and 2 low-, middle- 
and high-income BGs with PPeS within strata. 

Secondary Stage Design
The secondary stage dealt with selecting addresses from the 15 sampled BGs 
using the predicted probability of a given address being H&C eligible as the 
MoS, which allowed us to improve our ability to target likely eligible households. 
With this information not directly available, we leveraged four external datasets 
through a prediction model, similar to the primary stage design. First, we con-

https://goo.gl/co4SuZ
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catenated all 61,085 addresses in the NSFG roster data with their H&C eligibility 
indicator and all 10,304 addresses in the 15 BGs sampled for the pilot study from 
the USPS delivery sequence file. For H&C addresses, the eligibility indicator was 
naturally missing. To these data, we merged address-level MSG data (15 vari-
ables in Table 2) and BG-level ACS SF and Census planning data (483 variables 
in Supplementary Table 2 at https://goo.gl/ERGWvy). The idea was to model the 
household-level eligibility as a function of the MSG variables and ACS/Census 
variables. This required treatments of the missingness in the MSG data and the 
large dimensionality of the ACS/Census data. 

The large dimensionality was handled with PCA, similar to the procedure 
used for the primary stage. A total of 483 ACS/Census variables was reduced to 
113 components that retained 95% of the total variance. The missing rates of 
MSG variables considered in the pilot study were as low as 17.6% and as high 
as 83.9% as reported in Table 2. To mitigate this issue, we applied sequential 
imputation using multivariable regression models through the software pack-
age IVEware (Raghunathan, Berglund, & Solenberger, 2018). For numeric vari-
ables, ordinary least squares regression models were used; for binary variables, 
logit models; and for categorical variables, multinomial logit models. The base-
line imputation model included the 113 components from the PCA as predictors. 
We used multiple imputation in order to assess model fit and ascertain uncer-
tainty associated with the random error in the imputation models, which single 
imputation does not allow. Repeating the imputation 10 times offers sufficient 
information about this uncertainty (Raghunathan et al., 2018). Because imputed 
values for the missing cases varied only minimally across imputations, we used 
the average of 10 imputed values.

Logistic regression was used to model the eligibility of 61,085 addresses in the 
NSFG roster data with the ACS/Census principal components and imputed com-
mercial data. Across 10 imputations, the model fit was comparable with an area 
under the ROC curve ranging around 0.71-0.72. The estimated model was applied 
to the 10,304 H&C addresses in order to predict their probability of being age 
eligible. The predicted eligibility was around 24-25%, and this result was similar 
across the 10 imputations as shown in Table 3. The average of the 10 predicted 
eligibility probabilities was used as the MoS. 

H&C addresses were stratified by the income variable in the MSG data whose 
missingness was treated with imputation as described above. The income strata 
were formed based on the tertiles of this income distribution. Addresses with 
income <$30,000 were assigned to the low-income stratum, $30,000-62,500 to 
the middle-income stratum and >$62,500 to the high-income stratum. Consider-
ing the target ratio of 3:2:1 for these income strata, 684 addresses were selected 
using PPeS with predicted eligibility as the MoS within income stratum for the 
screening interviews conducted from October to December 2016. 

https://goo.gl/ERGWvy
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Table 2 Missing Rates of Variables in MSG Data Used for Address-Level 
Eligibility Prediction, Housing and Children Study 

Variable Description

Missing Rate

Pilot Study Main Study
(n=71,389)* (n=135,716)*

Age of Person 1 in household 48.4% 47.1%

Education of Person 1 in household 28.6% 26.7%

Ethnicity of Person 1 in household 28.6% 26.7%

Gender of Person 1 in household 17.6% 15.1%

Total household Income 17.6% 15.1%

Marital Status of Person 1 in Household 26.4% 27.2%

Flag for Asian Surname of Person 1 in Household 17.6% 15.1%

Flag for Hispanic Surname of Person 1 in Household 17.6% 15.1%

Flag for Name provided for Person 1 in Household 17.6% 15.1%

Number of Adults (18 years and older) in Household 83.9% 85.3%

Number of Children (Under Age 18) in Household 21.8% 24.6%

Does Householder Rent or Own the Household 21.8% 24.6%

Age of Person 2 in Household 75.0% 74.8%

Flag for Phone Number provided of Household 70.7% 83.8%

Flag for Presence of Any Person Age 18 to 24 in Household 17.6% 15.1%

Flag for Presence of Any Person Age 25 to 34 in Household 82.6% 15.1%

Flag for Presence of Any Person Age 35 to 64 in Household 82.6% 15.1%

Flag for Presence of Any Person Age ≥65 in Household 17.6% 15.1%

* Sample sizes indicate counts of addresses in the block groups sampled for the Housing and 
Children Study and addresses in the National Survey of Family Growth roster data considered 
in the address-level eligibility prediction model.
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Results

Accuracy
Table 4.A provides results of screening interviews by BG and income strata along 
with the observed and predicted eligibility of sample addresses. The compari-
son between predicted and observed eligibility provides information about the 
accuracy of our predictions. Overall, out of 684 sample addresses, 284 completed 
the screener; and among them, 78 were eligible for H&C. This resulted in a 27.5% 
eligibility rate, which is 10 percentage points higher than the national eligibility 
rates of 17-18% estimated from NSFG and ACS. The predicted eligibility rate of 
25.8% mapped onto the eligibility observed in the field, 27.5%. When examining 
the eligibility by BG, there was a substantial variation in its prediction accuracy 
across BGs measured by the difference between observed and predicted eligibil-
ity rates. Although the small number of BGs considered in the pilot study limited 
a thorough investigation, BGs in the high-income stratum appeared to be sub-
ject to a lower level of variability in prediction accuracy than BGs in the lower-
income stratum.
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Table 4 Block Group Level Screener Results by Income Strata, Housing and 
Children Study 

A. Pilot Study

Block Group Counts of Addresses Eligibility

Number Income Strata Sampled Interviewed Eligible Observed Predicted* Pred−Obs

1 Low 53 27 9 33.3% 31.2% -2.1%
2 Low 41 12 3 25.0% 16.4% -8.6%
3 Low 42 19 9 47.4% 28.9% -18.5%
4 Low 60 26 9 34.6% 29.8% -4.8%
5 Low 56 25 7 28.0% 34.5% 6.5%
6 Low 51 18 6 33.3% 29.5% -3.8%
7 Low 52 22 2 9.1% 22.1% 13.0%
8 Low 33 19 5 26.3% 43.4% 17.1%

Subtotal: Low-Income 388 168 50 29.8% 29.3% -0.5%

9 Middle 42 23 7 30.4% 32.6% 2.2%
10 Middle 32 11 4 36.4% 29.0% -7.3%
11 Middle 42 17 6 35.3% 26.1% -9.2%
12 Middle 39 13 4 30.8% 27.9% -2.8%
13 Middle 45 14 1 7.1% 12.3% 5.1%

Subtotal: Middle-Income 200 78 22 28.2% 25.2% -3.0%

14 High 64 23 3 13.0% 9.2% -3.8%
15 High 32 15 3 20.0% 20.6% 0.6%

Subtotal: High-Income 96 38 6 15.8% 13.0% -2.8%

Grand Total 684 284 78 27.5% 25.8% -1.7%

*Average eligibility predicted for sample addresses in a given block group in the secondary 
sampling stage.
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B. Main Study -- Dallas

Block Group Counts of Addresses Eligibility

Number Income Strata Sample Interviewed Eligible Observed Predicted* Pred−Obs

Quarter 1
1 Low 111 63 18 28.6% 42.9% 14.3%
2 Low 110 50 7 14.0% 9.9% -4.1%
3 Low 103 45 9 20.0% 20.7% 0.7%
4 Low 81 31 10 32.3% 22.8% -9.5%
5 Low 166 80 27 33.8% 30.9% -2.9%
6 Low 78 47 16 34.0% 23.6% -10.5%
7 Middle 81 36 4 11.1% 28.5% 17.4%
8 Middle 94 35 9 25.7% 68.3% 42.6%
9 Middle 87 49 9 18.4% 22.4% 4.0%
10 Middle 97 22 7 31.8% 92.1% 60.3%
11 High 90 47 3 6.4% 61.7% 55.3%
12 High 98 45 14 31.1% 39.5% 8.4%

Subtotal: Quarter 1 1,196 550 133 24.2% 38.3% 14.1%

Quarter 2
1 Low 122 43 6 14.0% 25.8% 11.8%
2 Low 161 72 13 18.1% 42.6% 24.6%
3 Low 135 73 24 32.9% 21.0% -11.9%
4 Low 140 51 15 29.4% 67.8% 38.4%
5 Low 70 22 12 54.5% 29.8% -24.8%
6 Low 132 58 15 25.9% 12.5% -13.3%
7 Middle 105 14 0 0.0% 80.2% 80.2%
8 Middle 156 66 17 25.8% 10.4% -15.4%
9 Middle 106 79 14 17.7% 30.8% 13.1%
10 Middle 122 55 13 23.6% 11.4% -12.2%
11 High 99 45 5 11.1% 11.4% 0.3%
12 High 99 45 5 11.1% 26.6% 15.5%

Subtotal: Quarter 2 1,447 623 139 22.3% 30.8% 8.5%

Quarter 3
1 Low 87 54 15 27.8% 36.0% 8.2%
2 Low 93 29 6 20.7% 31.3% 10.6%
3 Low 99 64 32 50.0% 82.0% 32.0%
4 Low 93 49 4 8.2% 24.6% 16.4%
5 Low 95 58 20 34.5% 57.7% 23.2%
6 Low 102 53 12 22.6% 27.2% 4.5%
7 Middle 168 115 37 32.2% 35.2% 3.1%
8 Middle 100 40 11 27.5% 40.8% 13.3%
9 Middle 96 68 19 27.9% 52.7% 24.8%
10 Middle 111 50 7 14.0% 79.8% 65.8%
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Block Group Counts of Addresses Eligibility

Number Income Strata Sample Interviewed Eligible Observed Predicted* Pred−Obs

11 High 93 55 13 23.6% 16.5% -7.2%
12 High 82 24 2 8.3% 6.5% -1.8%

Subtotal: Quarter 3 1,219 659 178 27.0% 41.6% 14.6%

Quarter 4
1 Low 143 69 7 10.1% 24.7% 14.6%
2 Low 243 145 31 21.4% 30.4% 9.1%
3 Low 136 77 16 20.8% 16.9% -3.9%
4 Low 115 52 16 30.8% 21.1% -9.7%
5 Low 122 60 16 26.7% 81.8% 55.1%
6 Low 151 76 15 19.7% 32.1% 12.3%
7 Middle 87 58 7 12.1% 11.9% -0.2%
8 Middle 87 41 2 4.9% 13.0% 8.1%
9 Middle 116 64 19 29.7% 38.7% 9.0%
10 Middle 130 61 17 27.9% 49.0% 21.1%
11 High 124 66 15 22.7% 28.8% 6.1%
12 High 92 53 9 17.0% 50.6% 33.6%

Subtotal: Quarter 4 1,546 822 170 20.7% 33.4% 12.8%

Reserve 
1 Low 65 32 8 25.0% 38.3% 13.3%
2 Low 81 33 17 51.5% 81.5% 29.9%
3 Low 59 38 9 23.7% 75.5% 51.9%
4 Middle 104 37 8 21.6% 35.4% 13.7%
5 Middle 70 29 11 37.9% 28.1% -9.9%
6 High 57 19 4 21.1% 47.0% 25.9%

Subtotal: Reserve 436 188 57 30.3% 50.2% 19.8%

Subtotal: Low-Income 3,093 1,524 396 26.0% 36.1% 10.1%

Subtotal: Middle-Income 1,917 919 211 23.0% 40.1% 17.1%

Subtotal: High-Income 834 399 70 17.5% 31.4% 13.8%

Grand Total 5,844 2,842 677 23.8% 36.7% 12.9%

*Average eligibility predicted for sample addresses in a given block group in the secondary 
sampling stage.
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C. Main Study -- Cleveland

Block Group Counts of Addresses Eligibility

Number Income Strata Sample Interviewed Eligible Observed Predicted* Pred−Obs

Quarter 1
1 Low 171 79 27 34.2% 23.8% -10.3%
2 Low 151 56 11 19.6% 19.7% 0.1%
3 Low 186 48 8 16.7% 14.3% -2.3%
4 Low 179 66 38 57.6% 61.4% 3.8%
5 Low 226 73 19 26.0% 13.0% -13.1%
6 Low 160 28 5 17.9% 16.5% -1.4%
7 Middle 171 74 16 21.6% 17.4% -4.2%
8 Middle 168 33 8 24.2% 15.3% -8.9%
9 Middle 168 50 4 8.0% 14.5% 6.5%
10 Middle 171 72 20 27.8% 16.0% -11.8%
11 High 166 91 14 15.4% 15.2% -0.2%
12 High 169 90 9 10.0% 13.3% 3.3%

Subtotal: Quarter 1 2,086 760 179 23.6% 20.0% -3.5%

Quarter 2
1 Low 180 85 23 27.1% 22.6% -4.5%
2 Low 130 35 14 40.0% 61.6% 21.6%
3 Low 165 42 9 21.4% 13.9% -7.6%
4 Low 100 32 12 37.5% 19.1% -18.4%
5 Low 142 12 0 0.0% 20.3% 20.3%
6 Low 148 29 0 0.0% 38.3% 38.3%
7 Middle 150 50 12 24.0% 20.2% -3.8%
8 Middle 137 58 13 22.4% 17.7% -4.8%
9 Middle 152 41 8 19.5% 21.4% 1.9%
10 Middle 132 34 9 26.5% 17.4% -9.1%
11 High 142 56 10 17.9% 13.4% -4.5%
12 High 132 10 1 10.0% 19.1% 9.1%

Subtotal: Quarter 2 1,710 484 111 22.9% 23.5% 0.6%

Quarter 3
1 Low 147 46 17 37.0% 20.8% -16.2%
2 Low 135 17 4 23.5% 52.7% 29.2%
3 Low 147 47 12 25.5% 21.7% -3.9%
4 Low 243 74 14 18.9% 27.0% 8.1%
5 Low 140 67 32 47.8% 36.4% -11.4%
6 Low 135 23 2 8.7% 12.2% 3.5%
7 Middle 135 43 8 18.6% 17.3% -1.3%
8 Middle 166 41 10 24.4% 15.8% -8.6%
9 Middle 212 35 6 17.1% 11.6% -5.6%
10 Middle 143 28 13 46.4% 28.4% -18.1%
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Block Group Counts of Addresses Eligibility

Number Income Strata Sample Interviewed Eligible Observed Predicted* Pred−Obs

11 High 135 41 5 12.2% 16.9% 4.7%
12 High 132 58 9 15.5% 10.8% -4.7%

Subtotal: Quarter 3 1,870 520 132 25.4% 22.4% -3.0%

Quarter 4
1 Low 141 43 6 14.0% 16.4% 2.4%
2 Low 156 58 11 19.0% 18.1% -0.9%
3 Low 132 62 30 48.4% 57.5% 9.1%
4 Low 104 52 30 57.7% 91.4% 33.7%
5 Low 131 54 13 24.1% 15.0% -9.1%
6 Low 184 66 17 25.8% 16.2% -9.6%
7 Middle 120 51 7 13.7% 20.0% 6.2%
8 Middle 172 51 7 13.7% 13.9% 0.2%
9 Middle 141 30 1 3.3% 8.8% 5.5%
10 Middle 145 77 15 19.5% 15.1% -4.4%
11 High 128 47 7 14.9% 18.6% 3.7%
12 High 130 43 5 11.6% 17.2% 5.6%

Subtotal: Quarter 4 1,684 634 149 23.5% 23.8% 0.3%

Reserve  
1 Low 167 64 11 17.2% 19.0% 1.8%
2 Low 150 47 9 19.1% 10.1% -9.0%
3 Low 147 23 6 26.1% 7.3% -18.8%
4 Middle 167 105 21 20.0% 49.3% 29.3%
5 Middle 131 35 3 8.6% 13.5% 5.0%
6 High 141 30 4 13.3% 46.6% 33.2%

Subtotal: Reserve 903 304 54 17.8% 24.7% 7.0%

Subtotal: Low Income 4,197 1,328 380 28.6% 26.4% -2.2%

Subtotal: Middle Income 2,781 908 181 19.9% 18.5% -1.4%

Subtotal: High Income 1,275 466 64 13.7% 18.9% 5.2%

Grand Total 8,253 2,702 625 23.1% 22.6% -0.6%

* Average eligibility predicted for sample addresses in a given block group in the secondary 
sampling stage. 

Sampling Efficiency 
Sampling efficiency was examined by comparing sample sizes under the cur-
rent design and under simple random sampling (SRS) of addresses within BGs. 
The current design yielded 78 eligible cases from 684 addresses with a screener 
cooperation rate of 41.5% and an eligibility rate of 27.5%. Under SRS, the eligibil-
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ity rate would be similar to the national rate (around 17.5%.) To yield 78 cases, 
SRS would have required 1,074 addresses (=78 / (41.5% cooperation rate x 17.5% 
eligibility rate)), which is an increase of almost 400 sample addresses. 

Main Study 
The main study targeted households with at least one child aged between 3 and 
10 years old in Dallas, TX and Cleveland, OH. Given the results from the pilot 
study, an identical sample design was employed in the main survey with more 
streamlined and updated external data. 

Frame

The frame included 998 BGs from the city of Dallas proper as done in the pilot 
study and 850 BGs from within the city of Cleveland proper, covering 70.5% and 
85.3% of the ZIP codes where the voucher applicants resided in the respective 
locations. 

Sample Design

A stratified two-stage PPeS design, identical to the pilot study, was implemented 
with more up-to-date auxiliary data. Specifically, the ACS 2011-2015 5-Year SF, 
the NSFG roster data from 2011 to 2017 and the MSG data purchased in 2017 were 
used in the main study. In particular, the NSFG data included 68,180 addresses 
from 2,007 BGs. Note that Census planning data was not considered in the main 
study design, due to a large overlap in its information with ACS SF. Data col-
lection was planned for a year with the fieldwork implemented via 4 replicates. 
Hence, the sample drawn at the beginning of the project was released sequen-
tially by replicate. 

Primary Stage Sampling
The eligibility rate of addresses aggregated from all 2,007 BGs from NSFG was 
regressed on BG-level variables in ACS SF. The grouped logit model included 
these 84 components extracted from PCA of 236 variables in ACS SF (see Supple-
mentary Table 3 at https://goo.gl/KtRcfD) and 188 two-way interactions of some 
components as predictors. This model showed an improved fit compared to the 
pilot study (area under the ROC curve: 0.67; Hosmer–Lemeshow goodness-of-fit 
test: χ2=2.65, df=8, p=.955).

With the updated ACS data, the income stratification changed. For Dallas, 
BGs with >51.0% households with annual income less than $35,000 were classi-

https://goo.gl/KtRcfD
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fied as the low-income stratum; those with 27.0%-51.0% into the middle-income 
stratum; and those with <27.0% into the high-income stratum. For Cleveland, 
62.1% and 38.7% were the respective income cut-off points. Overall, 54 BGs were 
selected for each site using PPeS for a 3:2:1 ratio of low-, middle- and high-income 
strata BGs, where 48 BGs were randomly split into 4 replicates and the remaining 
6 BGs were set aside as reserve sample. 

Secondary Stage Sampling
The address-level eligibility model included 68,180 addresses from the NSFG 
roster data (41,536 in Dallas and 26,000 in Cleveland). Address-level eligibility 
was modelled using address-level MSG variables as well as BG-level ACS SF data, 
where the missingness of the MSG data was handled through sequential mul-
tiple imputation and the dimensionality of the ACS data was reduced through 
PCA. The distribution of predicted eligibility across the 10 imputations is shown 
in Table 3. The predicted eligibility was similar across imputations and, on aver-
age, higher for Dallas (approximately 0.42) than Cleveland (approximately 0.26). 
The average predicted eligibility from the 10 imputations was used as the MoS.

Income-based stratification used the household income variable in MSG. 
Unlike the pilot study, the income tertiles calculated within each BG were used. 
This means that the stratification did not use “hard boundaries” but varied by 
BG. Within each BG, one third of addresses were assigned to low-, middle- and 
high-income strata. Considering the target ratio of 3:2:1 for these income strata 
as well as predicted eligibility rates of addresses, 5,844 addresses from Dallas 
and 8,258 addresses from Cleveland were sampled for data collection, which ran 
from May 2017 to September 2018. 

Results

Accuracy
The results of the screener fieldwork are in Tables 4.B and 4.C. Among the 2,842 
households in Dallas that completed the screener, 677 were eligible. This overall 
eligibility rate of 23.8% was lower by 12.9 percentage points than the predicted 
eligibility rate of 36.7%. Although the over-prediction of eligibility was persis-
tent across all replicates and across income strata, the observed eligibility rate 
was still higher than the national average of 17-18%. For Cleveland, the overall 
eligibility rate was 23.1%, closely matching the predicted eligibility of 22.6% and 
higher than the national average eligibility. With the exception of BG 11 of Dal-
las in Quarter 1, the variability in accuracy was smaller for the addresses in the 
high-income stratum.
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Sampling Efficiency and Cost Considerations
Our design yielded 677 eligible cases with a screener cooperation rate of 48.6% 
and an eligibility rate of 23.8% for Dallas. To yield the same number of eligible 
households under SRS, the design would have required screening 7,954 addresses 
(= 677 / (48.6% cooperation rate x 17.5% eligibility rate)), an increase of a little 
over 2,100 sample addresses. For Cleveland, with a yield of 625 eligible cases, 
a screener cooperation rate of 32.7%, and an eligibility rate of 23.1% under the 
current design, SRS would have required 10,909 addresses (=625 / (32.7% cooper-
ation rate x 17.5% eligibility rate)), an increase of over 2,600 sampled addresses. 
Our design offered a net reduction in required sample size of 27% (5,844 under 
our design vs. 7,954 under SRS) for Dallas and 24% (8,253 under our design vs. 
10,909 under SRS) for Cleveland.

In order to assess the cost savings through improvement in screening effi-
ciency, we fitted a simple cost model with interviewer as the unit of analysis as 
follows: 

analysis as follows:  

𝑇𝑇� � 𝛽𝛽� � 𝛽𝛽�𝑆𝑆� � 𝛽𝛽�𝐼𝐼� � 𝜀𝜀� 

Where  Where Ti is the total billed hours by interviewer i; Si is the number of completed 
screeners by interviewer i; and Ii is the number of completed interviews by 
interviewer i. Therefore, coefficients β1 and β2 are, respectively, the interviewer 
hours per completed screener and per completed main interview. Using the data 
from 60 interviewers for the main study, the estimated model (R2 = 0,913) sug-
gested about 1.9 hours (SE: 0.4) per completed screener and about 10.8 hours (SE: 
1.2) per completed interview. 

To estimate the cost savings, we consider a counter factual that assumes the 
same cooperation rate for the screening interview and yields the same num-
ber of eligible households (677 in Dallas and 625 in Cleveland) with the national 
eligibility rate of 17.5%. The standard approach would have required complet-
ing screener interviews with 3,869 households (=677/17.5%) in Dallas and 3,571 
households (=625/17.5%) in Cleveland, as opposed to 2,842 and 2,702 completed 
screeners in the respective areas under our design given in Tables 4.B and 4.C. 
This equates to a 25% reduction in required screener completion. This also 
means that, with 1.9 interviewer hours estimated per completed screener, our 
design saved nearly 3,600 interviewer hours. This ignores the additional costs 
of sampling a larger number of households to reach the required eligible house-
holds using the standard approach.
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Discussion 
Our goal in this study was to improve sampling efficiency and thereby reduce 
the data collection costs of the H&C study. The screening for eligible members 
of the target population from the larger sampling population frame contributes 
greatly to the cost of surveys of uncommon and hard-to-reach populations. For 
implementing measurements about child development and parent-child interac-
tions, H&C required a face-to-face mode. 

Survey research organizations can leverage information from previous stud-
ies combined with commercial databases to develop model-assisted sampling 
designs that may improve sampling efficiency and reduce costs. This case study 
illustrates a methodology that can be used to leverage information from imper-
fect sources through imputation and modeling. We note that practical limita-
tions exist for using commercial databases directly for sampling. However, 
when reflecting on our proposed approach that used imputation and the model-
ing of study eligibility, it is feasible to address the well-documented availability 
and accuracy issues of commercial data. It is important to note that, for stud-
ies designed to oversample addresses/areas with characteristics associated with 
lower availability or accuracy of the commercial data (e.g., lower income), the 
prediction accuracy may be lower as shown in the case of over-prediction of eli-
gibility in Dallas (Table 4.B) than for studies without such oversampling require-
ments.

Efficiency can also be gained by performing model-based analysis when com-
mercial data is available on all households in the selected geographies and the 
ACS data is available on all geographies used as sampling units. Alternatively, 
a Bayesian prediction model can be used to synthesize the entire population 
through simulations and then construct inferences from the simulated popu-
lations, offering a gain in inference efficiency. Whatever the method used, we 
believe that our case study demonstrates that these methods have great poten-
tial for leveraging commercial data to improve efficiency in sampling and infer-
ence. 
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Appendix 1 

List of Acronyms

Acronym Definition

ACS U.S. American Community Survey

BG U.S. Census Block Group

DV Dependent Variable

H&C Housing & Children Study

HRS Health and Retirement Study

HUD United States Department of Housing and Urban Development

IV Independent Variable

MoS Measure of Size

MSG Marketing Systems Group

NSFG National Survey of Family Growth

PCA Principle Component Analysis

PHA Public Housing Authority

PPeS Probability Proportionate to Estimated Size

PUMS U.S. Census Public Microdata Sample

ROC Receiver Operating Characteristic

SD Standard Deviation

SE Standard Error

SF Summary File

SRS Simple Random Sample


