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rüber hinaus beleuchten wir die methodischen Grundlagen des Prompt 
Engineering und sein Potenzial, bösartige Inhalte zu generieren, um 
Forschung, Praxis und Politik für die Bedeutung einer verantwortungs-
vollen Entwicklung und Implementierung von LLMs zu sensibilisieren.

Keywords •  prompt engineering, jailbreak prompts, transformers, 
deep learning, large language models

This article is part of the Special topic “Malevolent creativity and civil 
security: The ambivalence of emergent technologies,” edited by A. Gazos, 
O. Madeira, G.  Plattner, T. Röller, and C. Büscher. https://doi.org/ 10.14512/
tatup.33.2.08

Abstract •   Prompt engineering in large language models (LLMs) in 
combination with external context can be misused for jailbreaks in or-
der to generate malicious outputs. In the process, jailbreak prompts 
are apparently amplified in such a way that LLMs can generate mali-
cious outputs on a large scale despite their initial training. As social 
bots, these can contribute to the dissemination of misinformation, hate 
speech, and discriminatory content. Using GPT4-x-Vicuna-13b-4bit from 
NousResearch, we demonstrate in this article the effectiveness of jail-
break prompts and external contexts via Jupyter Notebook based on 
the Python programming language. In addition, we highlight the meth-
odological foundations of prompt engineering and its potential to cre-
ate malicious content in order to sensitize researchers, practitioners, 
and policymakers to the importance of responsible development and 
deployment of LLMs.

Missbrauch von Large Language Models: Die Ausnutzung 
von Schwachstellen für zielgruppenspezifische Outputs

Zusammenfassung •  Prompt Engineering in Large Language Models 
(LLMs) kann in Kombination mit externen Kontexten für Jailbreaks miss-
braucht werden, um bösartige Outputs zu erzeugen. Dabei werden ‚jail-
break prompts‘ offenbar so verstärkt, dass LLMs trotz ihres ursprüng-
lichen Trainings in großem Umfang bösartige Ausgaben generieren 
können. Als ‚social bots‘ können diese zur Verbreitung von Falschmel-
dungen, hate speech und diskriminierenden Inhalten beitragen. In die-
sem Artikel demonstrieren wir anhand von GPT4-x-Vicuna-13b-4bit von 
NousResearch die Effektivität von Jailbreak Prompts und externen Kon-
texten als Jupyter Notebook in der Programmiersprache Python. Da-
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Introduction

The emergence of transformers has revolutionized generative 
artificial intelligence, especially large language models (LLMs) 
within the field of natural language processing (Vaswani et al. 
2017; Douglas 2023). However, LLMs have raised concerns re-
garding their potential misuse for malicious purposes (Strauß 
2021). While most LLMs are not malicious per se (Douglas 
2023), malicious intentions can be easily implemented via 
prompt engineering, the process of structuring text in order to 
describe the task that generative artificial intelligence should 
perform. This is due to how transformers operate, the underly-
ing sample data or specifications on part of the provider.

Therefore, on the one hand, this research article explores the 
specific dangers posed by prompt engineering in form of jail-
break prompts, which exploit vulnerabilities in LLMs. While 
jailbreak prompts are harmful instructions that could work as 
an unofficial backdoor (Xu et al. 2023), furthermore and on the 
other hand, certain prompts could also be used for bypassing 
the underlying restrictions of LLMs via external context in or-
der to harness malicious outputs (Douglas 2023). Thus, a jail-
break prompt may attempt to circumvent existing restrictions of 
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word in the input sequence, self-attention calculates a weighted 
sum of all other words in the sequence (Friedman et al. 2023). 
This weighted sum is then used to create a contextually en-
hanced representation for each word.

Another key component is the combination of multiple 
self-attention mechanisms simultaneously, known as multi-head 
attention (Vaswani et al. 2017). For each word, the model cal-
culates how much attention it should give to other words in the 
sentence. As a result, each head specializes in learning differ-
ent aspects of word relationships (Garg et al. 2022). This diver-
sity allows the model to capture various types of dependencies 
and connections within the input data. Since transformers are 
not capable of understanding word order, positional encoding is 
used to convey information about word positions in a sequence 
(Friedman et al. 2023), e.g., a preceding word could be assigned 
a lower number than following words.

It is important to note that these steps are processed via neu-
ral networks and based upon deep learning (Sutskever 2014; 
Douglas 2023), a more complex subarea of machine learning. 
Neural networks are based on layers that dynamically connect 
the input layer with the output layer (Chiang et al. 2023). Against 
this background, transformers consist of additional sub-layers 
between the input layer and the output layer, especially designed 
for multi-head attention in position-wise feed-forward networks 
(Vaswani et al. 2017; Chiang et al. 2023). This can be imagined 
as a long chain of connected layers, while several nodes within 
each layer reach out to the nodes of the next layer. A process 
called layer normalization is applied after each sub-layer to en-
sure stable training (Ba et al. 2016). In a final step, these layers 
will be stacked, in order to enable the model to learn hierarchical 
representations of the input data (Friedman et al. 2023). There-
fore, transformers can be used in order to summarize a given in-
put or generate new output.

Large language models
LLMs have gained significant attention due to their natural lan-
guage understanding and generation capabilities. The training of 
LLMs consists of two main phases: pre-training and fine-tuning 
(Douglas 2023). In pre-training, LLMs are trained on massive 
text corpora, based upon billions of sentences and documents, 
sourced from the internet, books, articles, and other text sources. 
This data diversity helps them generalize across a wide range of 
topics and languages (Mahowald et al. 2023). During pre-train-
ing, the LLM learns to predict the next word in a sentence or to 
fill in missing words (Warstadt and Bowman 2022). This process 
exposes the LLM to a wide range of linguistic patterns, allow-
ing it to learn grammar, context, and world knowledge (Graves 
2014). After pre-training, the LLM is further trained on a spe-
cific task or domain. This fine-tuning involves providing a LLM 
with task-specific data and optimizing its parameters to perform 
well on a particular task, such as language translation, question 
answering or text generation (Douglas 2023). Optimization algo-
rithms are used to adjust the internal parameters. These param-
eters shall minimize the difference between LLMs predictions 

a LLM regarding already assimilated texts, whereas an exter-
nal context creates a new frame of reference, for example by re-
ferring to a not yet assimilated text, that can cover almost any 
topic but without restrictions. Frameworks such as ‘LangChain’ 
enable a quick reference to external contexts for many LLMs.

These malicious outputs could be generated on a large scale 
and be programmed to adapt dynamically to different circum-
stances in order to amplify misinformation and harmful con-
tent (Yang and Menczer 2023). Often this type of information 
is already included in LLMs as raw data, since they are trained 
on vast amounts of data, including unverified or biased sources 
(Birhane et al. 2023). As a result, targeted prompt engineering 
could promote the propagation of hate speech, offensive lan-
guage, and discriminatory content. Furthermore, it could cre-
ate highly realistic and convincing deepfake content or spread 
information without adequate consent or anonymization as well 
as target-specific phishing emails, spam messages and even so-
cial engineering attempts (Karanjay 2023). In many cases, this 
is due to the architecture of LLMs and the mathematical princi-
ples underneath, which is why these are highlighted separately.

Against this background and based upon the base model of 
the open-source LLM GPT4-x-Vicuna-13b-4bit (NousResearch 
2023), the effectiveness of jailbreak prompts in combination 
with external context will be highlighted and a proof of concept 
provided as link to relevant programming examples on GitHub. 
Furthermore, this article delves into the methodological consid-
erations surrounding the development and deployment of LLMs 
and points to ethical considerations, urging the research com-
munity, policymakers, and technology companies to collaborate 
in establishing clear guidelines for responsible use and ethical 
boundaries. Ultimately, this research article aims to raise aware-
ness among civil security stakeholders regarding the potential 
threats posed by jailbreak prompts and malicious exploitation of 
LLMs. The article begins with a systematic introduction to the 
theoretical and methodological foundations of LLMs.

Theoretical and methodological 
framework of large language models

Transformers
Transformers represent a significant advancement in the field 
of natural language processing and break down a sentence into 
words, and each piece is converted into an embedding vector 
(Douglas 2023). The embedding vectors contain information 
about what words mean and their previous positions within the 
sentence. In order to do so, the attention mechanism is a key 
component of transformers (Chiang et al. 2023; Friedman et al. 
2023), which mimics how humans focus on different parts of 
text when reading. It enables the transformer to weigh the im-
portance of each word in a sequence relative to a given word 
(Sutskever 2014), allowing it to build context-aware representa-
tions (Graves 2014; Edelman et al. 2021). Then, self-attention 
enables transformers to process the input sequence. For each 
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2023; Shen et al. 2023), which seems to be one of their major 
weaknesses (Arora et al. 2023; White et al. 2023).

Considering that there are different LLMs, partly commer-
cialized and partly open-source, which already use different 
prompt engineering techniques.

Of course, the question of whether the providers of LLMs or 
the community of users and other stakeholders will be quicker 
to address or abuse these opportunities cannot be answered at 
this point (OpenAI 2022).

External context
Even if some providers have restricted jailbreak prompts 
throughout careful updates and maintenance, there are still other 
ways to misuse and exploit LLMs for malicious purposes, de-
tached from the servers and regulations of the providers (Gudi-
bande et al. 2023). By using GPT4All as open-source approach 
(NOMIC.AI 2024), offline LLMs can be adapted via external 
context, which in accordance with the principles of prompt engi-
neering precedes and therefore influences the process of output 
generation like a memory augmentation (Zhong et al. 2022). Ex-
ternal context can be, for example, text documents with specific 
intentions, that will be processed by the LLMs before answer-
ing the users request (Peng et al. 2023). This provides LLMs 
with a new knowledge base that does not have to be the same 
as what they have previously learned (Zhong et al. 2022). Cur-
rent research indicates that similar approaches provide a devia-
tion from the original learning process of a LLM (Agrawal et al. 
2023). As a result, LLMs do not consider all in-context informa-
tion equally, which allows existing links between the embedding 
vectors to be overwritten (Kossen et al. 2023; Peng et al. 2023).

Therefore, it is not only to assume that external context 
makes LLMs more vulnerable to jailbreak prompts, even if this 
has been prevented in the actual pre-training and fine-tuning 
process by the providers, but directs their outputs towards an 
intended direction. This combined with the low-threshold ac-
cess to open-source LLMs makes this an attractive opportunity 
for potentially malicious intent, as will be demonstrated within 
the next chapter.

Application
To test the functionality of jailbreak promps and external con-
text, four different settings were evaluated, based upon the base 
model of the open-source LLM GPT4-x-Vicuna-13b-4bit. This 
LLM is provided by NousResearch and performs well com-
pared to commercial LLMs (NOMIC.AI 2024). The base model 
is fine-tuned with OpenAI censorship and the corresponding 
prompt format is therefore based upon Alpaca (OpenAI 2022). 
In each setting the LLM has been instructed that the prompt is 
a question to answer, a task to complete, or a conversation to re-
spond to. Furthermore, the LLM should write an appropriate 
response. The jailbreak prompt makes use of the make believe 
technique by implying that the external context is the desired 
answer and that all ethical implications therefore should be ig-
nored. This places the focus on the external context and should 

and the ground truth (Vaswani et al. 2017). Although increasing 
the size of a model often leads to improved performance, cur-
rent research indicates that less training data and smaller model 
sizes can also be beneficial (Hsieh and Lee 2023).

Prompt engineering
Prompt engineering is a methodological approach in the field 
of natural language processing, primarily involved in the pro-
cess of fine-tuning LLMs for specific tasks or domains. It is 
based upon well-defined and contextually appropriate input 
prompts that guide the process of generation or comprehension 
of a LLM (White et al. 2023). This process is essential to en-
sure that a LLM produces desired outputs, as it directly influ-
ences its behavior and performance (Arora et al. 2023). Effec-
tive prompt engineering entails careful consideration of factors 
such as wording, format, role and context, as these aspects sig-
nificantly impact the ability of a LLM to generate coherent and 
relevant responses (Arora et al. 2023; White et al. 2023), from 
information retrieval to data analysis and hypothesis generation 
(Birhane et al. 2023).

As the field of natural language processing continues to ad-
vance, the refinement of prompt engineering techniques remains 
a crucial area of research (Strauß 2021), enabling users to har-
ness the full capabilities of LLMs, even if these attempts should 
contain malicious intentions (Xu et al. 2023).

Manipulation techniques

Jailbreak prompts
Jailbreak prompts are a particular type of prompt that uses 
prompt engineering techniques in order to bypass the safeguards 
of LLMs (Shen et  al. 2023). There are several freely accessi-
ble websites that address jailbreak prompts as a topic with asso-
ciated application examples (Learn Prompting 2023). Some of 
these attempts have been critically evaluated: Although some 
jailbreak prompts could be prevented by the providers over the 
course of time, two techniques could be identified that still 
worked about 100 days after they became known. Furthermore, 
often only minor programming skills are required for effective 
jailbreak prompts (Shen et  al. 2023). Accordingly, some pro-
viders state that it is an ongoing process to counteract jailbreak 
prompts (OpenAi 2022).

While some jailbreak prompts are harmful instructions that 
could work as an unofficial backdoor (Xu et  al. 2023), e.g., 
by composing target group specific emails that can bypass 
SPAM-filters (Karanjay 2023), others may generate hate speech 
and other malicious content, that could amplify misinformation 
as bots on social media platforms in order to polarize society 
(Yang and Menczer 2023). These attempts make use of the exist-
ing parallel between LLMs and the biological functioning of the 
human brain (Mahowald et al. 2023). As a result, some jailbreak 
prompts can play some sort of make believe with LLMs, like 
hypothetical scenarios or role-playing games (Learn Prompting 
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sequences (Karanjay 2023; Xu et  al. 2023). Considering the 
demonstrated jailbreaking technique and the ongoing compe-
tition between commercial providers and open-source LLMs, 
where the latter provide low-threshold insights into the under-
lying functionality while still fine-tuning against commercial 
LLMs, the possibilities of these new technologies are freely as 
well as easily accessible, while only minor programming skills 
are required (Shen et al. 2023). Therefore, the expensive process 
of training a LLM for target-specific purposes seems no longer 
necessary, when a corresponding focus within the external con-
text makes use of the limited processing capacity of the under-
lying attention mechanisms in order to overwrite the connection 
between embedding vectors of a LLM. As a result, LLMs can 
not only be an unreliable source of information, but proactively 
spread malicious outputs as social bots with desired intentions 
of those who jailbroke and provided them with external context. 
Current research describes corresponding real-world scenarios 
and implications that are to be expected (Yang and Menczer 
2023; Shen et al. 2023).

The question as to the cause of such behavior of LLMs is 
often answered with a reference to biased data (Birhane et al. 
2023). However, this only partially does justice to the complex-
ity of the underlying architecture of LLMs. A reference to trans-
formers and neural networks in deep learning is necessary be-
cause it opens up three further challenges:

1. Neural networks can assimilate noisy or unrepresentative pat-
terns in their limited training data instead of learning gener-
alizable representations (Sutskever et  al. 2014). This chal-
lenge is called overfitting. Although this challenge is based 
upon biased data, it is actually an immanent challenge of the 
underlying architecture with which LLMs are constructed 
(Edelman et  al. 2021). As a result, this challenge requires 
more than just unbiased data, e.g., anonymization techniques 
or a profound concept for outlier detection and treatment. 
These techniques can filter irrelevant noise and unintended 
patterns before training a LLM.

2. Another challenge with respect to this architecture is rooted 
in the basic principles of transformers. Computing billions of 
parameters opens up the risk of error accumulation through 
multiple layers of processing, potentially resulting in dis-
torted or fabricated outputs (Friedman et al. 2023; Garg et al. 
2022). Therefore, a continuous monitoring and several eval-
uation steps are necessary on behalf of the providers (Ope-
nAI 2022), in order to counteract these challenges (Peng et al. 
2023).

3. As could be demonstrated, an external context leads to a shift 
in the focus of the LLM and to an adjustment of the connec-
tions between the embedding vectors (Friedman et al. 2023). 
In this case, the strength of the multi-head-attention mecha-
nism becomes a weakness when it comes to generating ma-
licious outputs via LLMs. Ultimately, LLMs are a structured 
sequence of mathematical operations which, for all their dy-
namism in relation to the underlying data, are accompanied 

overwrite the existing knowledge regarding that topic according 
to the processing capacity of the LLM, simply by adjusting the 
connections between the embedding vectors. The external con-
text is a text document that contains specific intentions towards 
a topic, for example, that members of one ethnic or religious 
group are superior or inferior compared to others. These are the 
results of the four different settings:

1. Within the initial setting, without jailbreak prompt or exter-
nal context, the LLM refuses to generate malicious outputs, 
since it is fine-tuned with OpenAI censorship.

2. The next setting provides an external context, but without 
jailbreak prompt. As a result, the outputs focus on the ex-
ternal context, but it is still not possible to generate a mali-
cious content.

3. In the third setting, a sophisticated jailbreak prompt (Shen 
et al. 2023) without external context enables the LLM to gen-
erate malicious outputs, but without the implications of the 
external context. For example, this LLM is capable of pro-
ducing hate speech, but not towards a specific target group, 
but on a general basis. Accordingly, the LLM can produce 
discriminatory expressions as output that are not directed 
against individual groups of people or selected individuals. 
This means that the goal of discriminating against a certain 
group of people or an individual cannot be achieved, as the 
LLM would equally discriminate against oneself.

4. However, when combined with external context, like in the 
last setting, the simple jailbreak prompt stated above enables 
the LLM to generate malicious outputs that focus on singu-
lar topics or target groups. As proof of concept this article 
provides a link to selected programming examples on GitHub 
on how to use external context or the LangChain framework 
in the Python programming language (Klinkhammer 2024).

In summary, a common prompt without external context does 
not provide malicious outputs with a specific intention, the ex-
ternal context only focuses the outputs of LLMs towards the in-
tention, but that does not make them malicious. On the other 
hand, when provided with jailbreak prompts, LLMs can be mali-
cious, but that does not mean that they can be intentionally used. 
Finally, combining jailbreak prompts with external context can 
generate target-specific malicious outputs. The additional pro-
gramming examples provide an insight into the underlying reli-
ability and validity of this method. Furthermore, a second LLM 
was also used in the proof of concept on GitHub (Klinkhammer 
2024), which does not differ from the stated results.

Ethical concerns and mathematical 
challenges

The deployment of LLMs has raised ethical concerns, such as 
the propagation of biases, misinformation and hate speech and 
corresponding research provides initial insights into these con-
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on part of open-source LLMs. Unfortunately, these LLMs also 
seem to provide low-threshold opportunities for abuse, as has 
been demonstrated within this article.

As a result, the following research recommendations can be 
made:

1. It needs to be investigated whether LangChain as framework 
for LLMs, which enables the quick implementation of vari-
ous prompting techniques and allows for references to exter-
nal contexts, can and should be equipped with a general pro-
tective function against such misuse of LLMs. However, this 
is the responsibility of the framework provider.

2. The fact that various LLMs are available as open-source 
makes it possible to compare different training data, secu-
rity restrictions and prompting techniques regarding the ro-
bustness against the misuse of LLMs. Such a comparison 
could also benefit the providers of LLMs with valuable in-
formation on how to improve the original embedded secu-
rity restrictions.

3. Appropriate attention should be paid to detecting already 
misused LLMs, for example as social bots on social media 
platforms. Current research indicates that once in a while a 
LLM that has already been altered in order to produce ma-
licious outputs could out itself as LLM (Yang and Menczer 
2023). After such an outing, the outputs could be traced 
backwards on social media platforms in order to learn about 
their behavior and to draw conclusions about the underly-
ing intentions.

Against this background, the AI Act (EU 2024) requests to label 
LLM-based outputs. The third research recommendation will be 
particularly helpful for this purpose. The labeling could be a part 
of the ethical guidelines for developing and deploying LLMs, in-
sofar as these can be normatively requested and controlled in the 
area of generative artificial intelligence.

Additionally, the possibility of a community reporting, which 
requires moderation systems in order to mark malicious out-
puts, seems to be necessary. However, this requires user aware-
ness. In summary, some comprehensive quality criteria would be 
beneficial. As in research, a statement of objectivity, reliability 
and validity would actually be a desirable addition to any gener-
ated output. But if human outputs often lack such criteria, why 
should those of generative artificial intelligence?
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by a certain rigidity with regard to the calculation of outputs 
(Minhyeok 2023). This is one of the reasons why the scenar-
ios described above always lead to the same result.

In summary, most of the ethical consequences are not only based 
upon biased data and the risk of overfitting a LLM (Birhane et al. 
2023), but moreover a problem of the underlying architecture, es-
pecially the architecture of transformers and their multi-head-at-
tention mechanisms (Minhyeok 2023). It can therefore be stated 
that there is a mathematical reason why LLMs can be so eas-
ily tricked and misused for malicious purposes, that are even 
harder to detect than content generated by humans (Chen and 
Shu 2023).

Conclusion

This research article introduced jailbreak prompts as harmful 
instructions that could be used for bypassing the underlying re-
strictions of LLMs. Especially when combined with external 
context, outputs could be generated on a large scale covering 
malicious intentions while adapting dynamically to different cir-
cumstances and target-groups. These outputs could be used in 
order to spread misinformation and harmful content, which are 
often already included in LLMs, since they are based upon un-
verified or biased sources. This type of information can further-
more be amplified in just a few steps using prompt engineer-
ing and channeled through the focus on external context, which 
can contain a clear intention to inflict more targeted damage. 
The threshold for this malicious behavior is quite low, consid-
ering the availability of open-source LLMs and the little pro-
gramming knowledge required. This is possible due to the un-
derlying architecture of LLMs.  Especially the multi-head-at-
tention mechanism of transformers as well as limits regarding 
the processing capacity make it possible to direct the focus of 
LLMs to an external context that can contain malicious and 
target-specific intentions. Against the background of different 
architectures as well as different open-source LLMs, it could 
be difficult to counteract this and other weaknesses, so that 
further research regarding this mathematical challenge seems 
necessary.

Currently, researchers and politicians are actively working on 
mitigating these issues through responsible development in the 
field of generative artificial intelligence and careful monitoring, 
as stated in the AI Act (EU 2024), which was open for debate 
since 2021 with a risk-based approach. However, technological 
developments seem to have overtaken the debate, in particular 
through the spread of LLMs and the availability of their open-
source counterparts. Considering the importance of the underly-
ing architecture and how easily LLMs can be tricked, processes 
whose foundations are laid on side of the providers, questions 
about regulation seem justified. While the research for resil-
ient models and countermeasures continues, the need for trans-
parency in model development is given and particularly present 
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