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ABSTRACT
Data discovery is important to facilitate data re-use. In order to help frame the 
development and improvement of data discovery tools, we collected a list of 
requirements and users’ wishes. This paper presents the analysis of these 101 use 
cases to examine data discovery requirements; these cases were collected between 
2019 and 2020. We categorized the information across 12 ‘topics’ and eight types of 
users. While the availability of metadata was an expected topic of importance, users 
were also keen on receiving more information on data citation and a better overview of 
their field. We conducted and analysed a survey among data infrastructure specialists 
in a first attempt at ranking the requirements. Between these data professionals, these 
rankings were very different, excepting the availability of metadata and data quality 
assessment.
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INTRODUCTION
Findability is at the core of the FAIR principles, yet researchers often report that data discovery, 
the finding of relevant data, is difficult (Chapman et al. 2020; Kern & Mathiak 2015). These 
difficulties are not only grounded in the question of metadata quality, but also involve a diverse 
array of supporting infrastructures and tooling. As of July 2020, re3data identified 2542 data 
depositories worldwide containing overlapping content. Consequently, data discovery cannot 
be accomplished by checking individual repositories, and more effort is needed to discover 
data, rather than scholarly literature, for example (Curty 2016). Even within a single data 
repository, finding high-quality research data with sufficient documentation for re-use can be 
challenging because research data, as opposed to research publications, is rarely peer-reviewed 
(Callaghan 2015). In a rapidly expanding ecosystem of research data, researchers are quickly 
overwhelmed by the flood of data.

All of this is detrimental to the re-use of research data; we know that only 15% of research data 
has been cited (Peters et al. 2016). While there are also other factors, the ease of discovery 
plays an important role in researchers’ willingness to re-use data (Darby et al. 2012; Faniel, 
Majchrzak 2013). Discoverability is therefore one of the key challenges for FAIR data. In many 
ways, we cannot deliver on the promises of this movement if we do not increase the visibility 
of these research outputs.

RELATED WORK
There is still relatively little literature on the topic of scientific data discovery. This is defined as 
the whole process, starting with the researchers defining a data need to begin assessing the 
datasets they have found. Most works on data re-use (e.g. Tenopir 2011) focus on why and 
how people share data, and not why and how people re-use it. But as more research data is 
available, there has been a shift in the literature. 

Chapman et al. (2019) offers comprehensive state-of-state analysis of dataset searches, 
which identifies open issues and particularly challenges how datasets should be queried and 
interlinked. While the aforementioned analysis is very comprehensive with respect to technical 
aspects, use cases and the user in general, political aspects of the research data landscape are 
only marginally considered. 

Gregory et al. (2020b) reviewed 400 publications on data search and data discovery, focusing 
on user experience, especially with regards to discipline-specific differences and user needs. 
They understand data retrieval as ‘a complex socio-technical process’, given the importance 
of personal networks, literature, and collaborations in the process. This study suggests the 
significance of personal networks, literature and collaborations in data discovery, which is also 
supported by the findings in Friedrich (2020), Marée (2016), Yoon (2014), and Krämer et al. 
(2021). 

For this work, we offer a third perspective on the process: how these user needs are translated 
into use cases, and how these use cases are perceived and ranked by those people who run 
data discovery services themselves. This use case collection is not the first of its kind; the RDA 
Interest Group on Data Discovery Paradigms collected 66 use cases (de Waard et al. 2017), 
which are also included in our collection. From this, they derived recommendations for data 
repositories (Wu et al. 2019). We have also included use cases inspired by user studies (e.g. 
Krämer et al. 2021) to include the user perspective, taking into account feedback from experts 
in the field as well as scientists. 

PROBLEM STATEMENT
Infrastructures play a pivotal role in enabling data discovery. In an effort to determine whether 
existing infrastructures are sufficient enough to support this crucial function, we have gathered 
a number of use cases from a wide spectrum of disciplines and sources to identify omissions 
and inadequacies that could impact this functionality. In this paper, we offer an updated and 
expanded view of use cases, as well as how these use cases are viewed by research data 
professionals. For this, we expanded the number of use cases to 101. Since it was impractical 
for research data professionals to individually rank this number of use cases, we first grouped 
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the use cases into 12 clusters, such as ‘data citation’, ‘machine discoverability’, and ‘linking’. We 
then asked 25 data professionals to identify the two most important and the two least important 
clusters from their point of view, based on their job role and regular work requirements.

METHODOLOGY
DATA COLLECTION 

The use cases themselves follow this format: As a [role] I want to [goal] so that [benefit]. 
Most of the use cases were identified by Implementation Network (IN) members—including 
researchers, librarians, and infrastructure providers—or documented during focused events by 
participating contributors. One such event was the workshop ‘Data Discovery Across Disciplines’ 
at Open Science Fair 2019, where members of the audience were asked to contribute. Another 
important source was the use case collection of the RDA IG Data Discovery. We have provided a 
URL for the sources whenever possible. Altogether, 101 use cases1 were collected. The use cases, 
their ranking, the survey data itself, and the analysis is available at https://doi.org/10.5281/
zenodo.5006524 (Mathiak et al. 2021). Tables 1 and 2 below provide more information as to 
the structure and content of the use case data sheet.

Data Description

COLUMN DESCRIPTION

A ID of the use cases; these are referenced below and immutable to any sorting

B Use Case: The use case in the form “As a [role] I want to [goal] so that [benefit]”

C Actor: The role perspective of the use case, copied out for your convenience

D Cluster: The name of the cluster (see Method and Cluster sections below)

E Contributed by: Gives you the name of the IN member who entered this use case. 

F Source: The event or source this use case was found (see table below)

G Closely_related_to: ID of use cases that were related to this one, nearly duplicates

SHORTHAND FOR SOURCE DESCRIPTION (INCL. WEBLINK, IF AVAILABLE)

Implementation Network These use cases were found by the members of the Implementation Network. 
https://www.go-fair.org/implementation-networks/overview/discovery/ 

Observation Study These use cases were taken from Krämer et al. (2021)

Workshop ‘Data Discovery Across Disciplines’ at the Open Science Fair 2019. During 
the session, participants were asked for their use cases. 

https://www.go-fair.org/2019/11/04/workshop-report-data-discovery-
across-disciplines-at-open-science-fair-2019/ 

RDA IG Data Discovery The RDA interest group has collected these use cases through a survey. 

https://doi.org/10.5281/zenodo.1050976 

EUDAT-Prace Summer School 
2019

These use cases were collected during the summer school. 

https://eudat.eu/eudat-prace-summer-school-2019 

DKRZ Researcher These use cases were collected from individual researchers working at the 
DKRZ (https://www.dkrz.de/), the German Climate Computing Centre. 

CLUSTERING

After collecting all the use cases, we proceeded to annotate them with regards to the types 
of entities they referred to, e.g. datasets, papers, persons, etc. Using these annotations as 
a guideline, two of the authors clustered the use cases thematically, aiming to provide an 
overview, identify common themes, and facilitate identification of direct duplicates or 
equivalent use cases.

1 https://doi.org/10.5281/zenodo.5006524.

Table 1 Table description. 
Description of each column 
in the use case table, 
documenting the information 
intended to be captured from 
use cases.

Table 2 Documentation of the 
sources used.

https://doi.org/10.5281/zenodo.5006524
https://doi.org/10.5281/zenodo.5006524
https://www.go-fair.org/implementation-networks/overview/discovery/
https://www.go-fair.org/2019/11/04/workshop-report-data-discovery-across-disciplines-at-open-science-fair-2019/
https://www.go-fair.org/2019/11/04/workshop-report-data-discovery-across-disciplines-at-open-science-fair-2019/
https://doi.org/10.5281/zenodo.1050976
https://eudat.eu/eudat-prace-summer-school-2019
https://www.dkrz.de/
https://doi.org/10.5281/zenodo.5006524
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We found six use cases which were almost identical, differing only in the actor involved, for 
example student versus researcher (38 and 89, 57 and 96, 87 and 30, 39 and 90, 88 and 
35, 40 and 91, see the Closely_related_to column in the source data). Indeed, most student 
cases were also valid for researchers, but we decided to keep the two categories apart to retain 
the original use case wording. We also excluded five use cases (110, 23, 27, 25 and 77) from 
consideration, because we felt they were not data discovery use cases. They are, however, 
included in the use case documentation as they may offer additional motivations for data 
discovery in the future. 

Our motivation for clustering was to put together use cases that would require similar 
functionality from the data infrastructure, and may therefore provide inspiration with regards 
to how the infrastructure may evolve. We tried to envision how the use cases could be 
operationalized. In rare cases, where there was ambiguity or overlap in the use case assignment 
to a cluster, we assigned that use case to two clusters. 

RANKING ANALYSIS OF THE CLUSTERS 

After collating and categorising the use cases that had been submitted, as described above, we 
conducted a survey to ascertain their relative importance; to elicit a community consensus, we 
used a survey tool during the GOFAIR meeting on February 3rd, 2021. Participants were asked 
to rank the two most and the two least ‘relevant’ use case clusters, in addition to providing 
routine demographic and role information.

In conducting the participant information survey (25 responses out of a total of about 50 
attendees, data also available at 10.5281/zenodo.5006524), we found that most participants 
hailed from mainland Europe (17), with 3 additional participants from the UK. Of those 
mainland participants, most were located in Germany (8), Scandinavian countries (4), and 
the Netherlands (3). There were 3 attendees from North America (2 US, 1 Canada), and 1 
South American attendee (Brazil). The participant roles of these attendees were very skewed 
towards infrastructure providers (17), with 8 respondents providing data themselves. Only 7 
people said they actually searched for data, though that was never the only selection for that 
question. As such, we can conclude that most of the respondents have a data infrastructure 
background, and while they may not necessarily be in the position to make policy decisions for 
data infrastructures, they nonetheless have a good understanding of the priorities and policies 
of the infrastructure institutions they work for.

Most respondents were involved in life science (8), general science (7), or natural science (5). The 
social science (3) and computer science domains (1) were not well represented. Interestingly, 
when asked which tools were used besides a typical ‘Google’ search, by far the most popular 
answer was the use of domain or community specific tools (10 of 21 responses). The next most 
popular response written in the form of free-text answers were publications (3), DataCite (3), 
and colleagues (2). All other answers were individual responses. While the respondents were 
largely drawn from a biological/life sciences background, this did highlight the common use of 
domain-specific tooling.

For the ranking analysis, we are using descriptive statistics to identify clusters that were ranked 
by many participants as relevant or irrelevant. Additionally, we gauge general interest in a 
cluster by how often it was picked in either category. Controversial clusters, such as those 
that were picked as important by some and irrelevant by other participants can point towards 
differences in domains or different paradigms within the community. While all participants 
chose a most relevant and second-most relevant cluster, there were 5 incomplete or ‘I don’t 
know’ answers for least relevant and also another 8 for not relevant. 

RESULTS
One of the largest clusters we found (14 ideas, counting duplicates only once) surprisingly was 
on data citations: finding papers that cite the dataset, finding datasets that were frequently 
cited, finding not only papers, but also other media (like slides, websites and blogs) that use and/
or cite a certain dataset. This is surprising not only because of the inventiveness demonstrated 
in the use of these citations (14 ideas in total), but also because there are relatively few services 

https://doi.org/10.5281/zenodo.5006524
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that support these use cases and a scarcity of data in all domains, despite citation being a 
common and well-established scientific practice.

Another large cluster (14 ideas) of use cases, the overview, focused on users’ needs, particularly 
in terms of finding data by topic or research question, as well as helping them with re-use. 
However, this cluster does not have many supporting infrastructure providers. Specific topics, 
such as micro-plastic and satellites, were used as case examples, which could be extrapolated 
to other domains and highly granular topics.

There were some use cases that would ask for additional metadata to enable discovery (12 
ideas, counting duplicates only once). This includes many of the common metadata fields 
(such as licenses, number of data points, and format), but also makes a case for rarely used 
or specialized metadata fields such as experimental design, publication date, and the precise 
instrument that was used to obtain/generate the data. Ideally, metadata should also be 
multilingual and use identifiers to facilitate cross-referencing. 

Documentation, in the form of additional documents, is the focus of many use cases (9 ideas). 
It is invaluable for re-use and correct interpretation, and it should be kept closely linked to 
the dataset itself. Documentation does have some overlap with the data citation cluster, as 
documentation often comes in the form of scientific publications that have used the dataset 
before.  

Many use cases addressed the discoverability of the datasets (8 ideas). Here, where given 
a choice, users wanted to put their data into the repository with the highest discoverability, 
and get feedback on the impact of their dataset—for instance its re-use and by whom, where 
possible. The desire to add annotations to improve the discoverability of specific datasets was 
strongly expressed. Developers wanted to maximize discoverability and one actor wanted to 
make sure that everyone, including researchers from poorer nations, would be able to find 
research data. 

Convenience when using discovery systems was another cluster of use cases (8 ideas). In this 
cluster, we collected use cases that would make the life of users easier, such as the visualization 
of molecules, thumbnails, RSS-type notification, and autocomplete functionality. There are use 
cases for both import and export functions of dataset entries, reminding us that not all users 
are consuming data — some are trying to input data as well. 

Other topics (6 use cases each) were: Linking (1) between datasets, both identical and related; 
Quality (2) focused on metadata expansion to incorporate organizations or data providers, 
and assess trustworthiness, and status with respect to peer-review. Cross-domain (3), for 
enabling discovery between domains, such as through cross-domain meta search engines, 
links between topics, and crosswalks between different vocabularies. 

Searching within the dataset (5 ideas) is important for large datasets, e.g. the ones provided 
by the government, in biodiversity research, or for climate observation. 

Two smaller clusters that we nevertheless found quite interesting were Person (4 ideas) and 
Machine discoverability (2 entries). Use cases in the cluster ‘Person’ referred to persons as 
entities, and aim e.g. finding persons that would generate datasets of a specific kind, or as a 
combination with data citation, where people have published on a specific dataset. Machine 
discoverability was mentioned in two use cases, with the general goal to run algorithms on the 
dataset metadata. 

The main actors in our use case collection are researchers and students, who have very similar, 
if not identical needs. There are two clusters that are different in this regard: Discoverability of 
research data is something that seems to concern data producers more than the researchers. 
This makes sense, given that data producers have a vested interest in being seen, cited, and re-
used. The other cluster is search within the dataset, which is skewed towards domain-specific 
researchers. It should be noted that these are very different domains from very different fields. 

For the ranking of documented use cases, we pooled the two high and low ranking answers 
into one category each, and plotted the number of times each cluster was was placed into 
either the high or low categories (Figure 1). Interestingly, nearly all use case categories 
were designated at least once in the low and high ranking groups respectively (apart from 
the overview category). There was a relatively high consensus for placing Discoverability and 
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Metadata for quality assessment high in the ranking list, while searching for data in a dataset or 
looking for specific researchers were both given a low ranking with the majority of the audience. 
Unfortunately, we did not link the two surveys and cannot decipher if different target groups 
might have had different rankings.

DISCUSSION
We present here 101 use cases, categorised as 12 clusters and 8 ‘actors’. This is currently 
the most complete collection of such use cases. However, it should be noted that the main 
contributors to this list of use cases were experts in the field, representing  people who are 
familiar with information infrastructures rather than the main users of such systems, specifically 
scientists themselves. This bias is partially addressed through the inclusion of use cases from 
user studies and use cases added by scientists, but those constitute a minority overall. 

This bias manifests again more strongly in the survey where questions were directed solely at 
data professionals. An additional bias also exists in the fact that participant origin was heavily 
skewed towards the European Union countries, as we have found. We anticipate that this 
likely reflects the representative infrastructural/ecosystem state of most Western countries, 
but it may not be indicative of the same for poor nations. In addition, we acknowledge that 
this information is drawn from a limited pool of participants and from limited domains, being 
largely centred on life science.

Comparing the results of the ranking to the needs of scientists, as identified in user studies, 
we found that personal networks, literature, and collaborations are seen as quite important 
(Friedrich 2020; Marée 2016; Yoon 2014; Krämer et al. 2021), while in the user studies, the 
corresponding clusters were not highly prioritised. This is of course, due to the different 
perspectives of these two groups of people. Users are unlikely to complain about missing or bad 
metadata, as they are unlikely to ever encounter such things due to ranking. Data professionals 
on the other hand, are quite aware of the problem and how it makes certain datasets de facto 
invisible, thereby removing them from the cycle of data re-use. 

An alternative explanation could be that data professionals are often coming from a library 
background (Cox et al. 2019) and have a tendency to treat research data the same way they 
would literature, using the same infrastructure and methodology. Differences between those 
two entity types tend to get swept away by the practicalities of having to provide productive 
search environments, as well as the lack of viable alternatives. While the user studies point 
towards differences, they do not offer a constructive way to do better, nor provide empirical 
evidence that this hypothetical ‘better way’ would actually perform better. 

CONCLUSION
Data discovery has been described by users as difficult (Chapman et al. 2020) in comparison 
to  searching for literature. In determining the best way forward — and how to best allocate 

Figure 1 Summary of  use 
case distribution (left) and 
ranking (right). Distribution is 
plotted depending on use case 
categories (cluster) and actor. 
Six use cases were reported for 
both researchers and students, 
and some use cases proposed 
for students may be relevant 
for researchers. The ranking of 
each category was assessed in 
a survey with 25 answers.



7Mathiak et al.  
Data Science Journal  
DOI: 10.5334/dsj-2023-
003

available resources to address this discrepancy — it is tempting to replicate the existing 
infrastructure for literature, but this may not be the best way forward. 

Data discovery is limited by the existing infrastructure ecosystem; improving data discovery 
would therefore require both the augmentation of existing systems, as well as a more well 
planned and implemented infrastructure in the future. With this in mind, we anticipate that 
the use cases we have collected will help drive the augmentation of existing infrastructure, as 
well as assisting with the appropriate planning and development of future infrastructure. We 
present here a multi-method study and analysis of more than 101 use cases for data discovery 
requirements, identifying, collating and categorising themes or topics from a variety of actors.  

In comparison to the current literature on user studies, we identified gaps between what is 
typically identified as important and how the clusters were actually ranked by data professionals. 
Our attempt at ranking these categories showed an absence of overall consensus, even though 
most participants in this work represented a unique actor, namely ‘infrastructure providers’. 
This suggests that a more precise analysis, probably limited to specific target groups (and 
perhaps even sub-groups) might be needed to rank the use cases. On the other hand, it may 
well be that the whole spectrum is important and that one would need to satisfy most requests 
simultaneously to create tools/infrastructure universally appropriate for discovery. 

The outcomes of this work do however, point to significant gaps in existing search infrastructure, 
where interconnections between ‘person’, ‘dataset’, and other entities are lacking, especially at 
the level of ‘citation’ and interconnections between these entities.

We anticipate that the gaps identified in this work are highly generalizable across existing 
infrastructures, as well as across domains, and can be used to devise plans to improve those 
infrastructures and guide the development of a more integrated infrastructure ecosystem, 
particularly for emerging and nascent systems.

We know of many existing activities that seek to close these gaps, e.g. Scholix for the connection 
between datasets and literature, and OpenAIRE, which connects datasets and authors with 
citations and recognize the fast pace at which the ecosystem is currently evolving. To future 
readers, who may be puzzled by our results, we would like to point out that this work represents 
a snapshot of the situation as it presented itself around 2019 to 2022, and may hopefully be 
made obsolete in the near future. 
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