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melt Forschungsartikel, die gesellschaftliche Herausforderungen, ethi‑
sche Fragen, Akteur*innen sowie mögliche Zukünfte des KI‑Einsatzes 
zur Entscheidungsunterstützung in der Gesundheitsversorgung, dem 
Rechtssystem und bei der Grenzkontrolle präsentieren.

Keywords •  artificial intelligence (AI), decision support, socio-
technical systems, regulation, social impacts.

This article is part of the Special topic “AI for decision support: What 
are possible futures, social impacts, regulatory options, ethical conun-
drums and agency constellations?,” edited by D. Schneider and K. Weber. 
https://doi.org/10.14512/tatup.33.1.08

Abstract •   Although artificial intelligence (AI) and automated deci-
sion-making systems have been around for some time, they have only 
recently gained in importance as they are now actually being used and 
are no longer just the subject of research. AI to support decision-mak-
ing is thus affecting ever larger parts of society, creating technical, but 
above all ethical, legal, and societal challenges, as decisions can now 
be made by machines that were previously the responsibility of hu-
mans. This introduction provides an overview of attempts to regulate 
AI and addresses key challenges that arise when integrating AI sys-
tems into human decision-making. The Special topic brings together 
research articles that present societal challenges, ethical issues, stake-
holders, and possible futures of AI use for decision support in health-
care, the legal system, and border control.

KI‑basierte Entscheidungsunterstützungssysteme und 
die Gesellschaft: Der Versuch einer Einordnung

Zusammenfassung •  Obwohl künstliche Intelligenz (KI) und automa‑
tisierte Entscheidungssysteme schon länger existieren, haben sie erst 
in jüngster Zeit stark an Bedeutung gewonnen, da sie nun tatsäch‑
lich eingesetzt werden und nicht mehr nur Gegenstand der Forschung 
sind. KI zur Unterstützung von Entscheidungen betrifft somit immer grö‑
ßere Teile der Gesellschaft, wodurch technische, vor allem aber ethi‑
sche, rechtliche und soziale Herausforderungen entstehen, da nun Ent‑
scheidungen von Maschinen getroffen werden können, die bisher in der 
Verantwortung von Menschen lagen. Diese Einführung gibt einen Über‑
blick über die Versuche, KI zu regulieren, und geht auf zentrale Heraus‑
forderungen ein, die sich aus der Integration von KI‑Systemen in die 
menschliche Entscheidungsfindung ergeben. Das Special topic versam‑
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Introduction

In recent years the use of artificial intelligence (AI) systems to 
support decision-making has become established in various ar-
eas of application and has therefore also gained societal signifi-
cance, as more and more individuals are affected by AI systems 
in very different situations and contexts. In contrast to systems 
that decide certain aspects autonomously, decision support sys-
tems (DSS) are characterized by the fact that they are merely a 
decision-making aid for human users. By means of AI, for ex-
ample, decisions can be prepared by analyzing large amounts of 
data or recognizing patterns in it. While this can increase the 
efficiency and accuracy of decisions, it could have a variety of 
serious and far-reaching effects on individuals, groups, institu-
tions, associations, companies, and society as well as the natu-
ral environment.

Since the scope of the impacts and the number of parties af-
fected is so vast, or at least appears to be so vast, extreme sce-
narios are all too often conjured up in which AI systems either 
subjugate humanity or solve all of humanity’s pressing problems, 
from climate change to combating pandemics, especially in pub-
lic discussions about AI. The recent debate on large language 
models in general and ChatGPT in particular also follows this 
pattern, with proponents – to put it somewhat tongue-in-cheek – 
declaring the use of AI systems a panacea and opponents label-
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ulatory issues could only be dealt with marginally or not at all; 
therefore, at least a few comments on this should be made.

When a provisional agreement on the Artificial Intelligence 
Act (AIA) was reached on 9 December 2023 after lengthy nego-
tiations in a trialogue between the European legislator, the Eu-
ropean Parliament and the Council of the EU, this was heralded 
as a historic moment in the regulation of AI. The AIA takes a 
risk-based approach to regulation: While AI systems with no 
or only low risk are hardly regulated, special requirements ap-
ply to high-risk applications, e.g., specific transparency obliga-
tions and extensive requirements for data quality, documentation, 
and traceability (European Union 2023; European Commission 

2021). Transparency is considered to be highly relevant in or-
der to interpret AI‑generated results and ensure appropriate use 
(European Commission 2021, reason 47, p. 30) – and thus ulti-
mately contributes to the explainability of AI analyses and rec-
ommendations, so seems to be the assumption of EU lawmakers.

The measures proposed in the AIA are primarily aimed at 
preventing potential risks to the fundamental rights, health, 
or safety of EU citizens. The debate on the draft regulation is 
particularly essential for the discussion of AI‑supported deci-
sion-making systems, as all the fields of application covered in 
this TATuP Special topic (jurisdiction, law enforcement, and 
medicine) in principle must be considered particularly sensitive 
areas. The AI use cases discussed in the research articles can 
therefore have a considerable impact on the lives of those af-
fected – not only in the event of an error, but also in regular use.

Yet, the AIA was and is on no account the only attempt to 
regulate the use of AI (Butcher and Beridze 2019; Schiff et al. 
2022; Schmitt 2022; Ulnicane et al. 2021). An arbitrary and by 
no means comprehensive selection shows the range of types of 
actors and approaches to regulation: For instance, the OECD has 
formulated the Recommendation of the Council on Artificial In-
telligence, the EU the Ethics Guidelines for Trustworthy AI and 
the Future of Life Institute the Asilomar AI Principles. These 
and many other documents appear to propose ethical guidelines 
and codes of ethics for regulation – at least that is what an initial 
review suggests. However, the binding force of ethical guidelines 
and codes of ethics is based on voluntary commitment; there is 
therefore no enforceability that only laws could offer. Moreover, 
Schiff et al. (2022) emphasize that most of these documents of-
fer little indication of how requirements, recommendations and/
or claims they propose can be translated into actionable instruc-
tions for the practice of AI development and use, and instead re-
main at the rather abstract level of moral imperatives.

ling them the work of the devil. However, Manichean thinking 
will hardly help to achieve plausible and realistic impact assess-
ments of AI that can help to minimize or even prevent negative 
consequences and strengthen positive effects of this potentially 
disruptive technology.

One fundamental problem with referring to such extreme 
scenarios is that the actual opportunities and risks of using AI 
tend to be obscured. In reality, there exists a huge continuum of 
effects between saving the world and destroying it, the assess-
ment of which will also depend on point of view; what ben-
efits one stakeholder may have negative consequences for an-
other. In addition, the narrative of ‘becoming a victim of tech-

nology’ might reduce the ability of social actors to intervene – if 
one always sees oneself as a victim or is considered to be a vic-
tim, this can prevent stakeholders from even trying to take meas-
ures to shape the technology and the social framework in which 
it should be deployed. From such a passive position, it seems 
to be difficult or even impossible to discuss AI dispassionately 
and, for that matter, to make civic, professional, and/or political 
decisions based on sound information and rational arguments.

One example of this rather unfortunate situation is the some-
times quite emotional debate surrounding (AI‑based) decision 
support systems in medicine, social work, the judiciary, and 
many other professional fields that are strongly characterized 
by human interactions between clients and professionals. This 
Special topic of TATuP is intended to help developing a differ-
entiated perspective on AI systems in order to counteract pre-
mature judgements of AI. By presenting AI systems in various 
fields of application as well as the challenges and opportunities 
they create, the aim is also to encourage interdisciplinary dia-
logue. In the limited space available, it is impossible to cover 
all areas in which (AI‑based) decision support systems are al-
ready being applied or could be employed in the foreseeable fu-
ture. However, it is to be hoped that the examination of individ-
ual use cases will also provide insights into domains not cov-
ered in this volume.

Attempts to regulate artificial intelligence

The research articles in this Special topic focus predominantly 
on outlining possible areas of application for (AI‑based) deci-
sion support systems, identifying stakeholders and describing 
any potential impacts. Given the novelty of the subject, this is 
not only an important but also a difficult task. As a result, reg-

It is currently impossible to predict what effects  
the proposed EU regulation will have on other countries 

and within the international discourse.
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tions can only be used responsibly if they can be correctly under-
stood and interpreted by the users. The perception of AI systems 
as a second opinion could also raise further ethical questions re-
garding responsibility (Kempt and Nagel 2022). How AI‑based 
systems could be meaningfully incorporated into shared deci-
sion-making processes (e.g., between patients or clients and pro-
fessionals) also appears to be largely unresolved.

As the use of AI‑based systems results in a stronger focus on 
data and the information, patterns, or meta-information it con-
tains, other forms of professional knowledge could become jeop-
ardized. Particularly in areas of application in which human ex-
perience, intuition, tactile or implicit knowledge, but also inter-
personal relationships are highly valued (e.g., in the social and 
healthcare sector as well as in case of judicial or administrative 
decisions), an inappropriate focus on dataism is a concern and 
has been strongly criticized in some cases (Pedersen 2019; Dev-
lieghere et al. 2022; Webb 2003). Various papers have pointed 
out that the data sets used for AI‑based systems are fragmented 
(Tucker 2023), may contain deliberate omissions (Schneider 
2022), or that administrative data sets are unsuitable for assess-
ing professional issues (Gillingham 2015, 2020). Besides the 
fact that most training datasets have a strong bias and are poorly 
representative in terms of ethnic origin and gender, for example, 
there is also the problem that particularly vulnerable and/or stig-
matized groups of people are often underrepresented.

However, analyzing large data sets opens up the possibility 
of contributing to evidence-based practice. But this requires that 
the algorithms underlying the AI‑based recommendations are 
not exclusively pattern-based, but also incorporate concepts and 
theories from current research and knowledge  – otherwise it 
would be almost impossible to make valid statements (Schnei
der et al. 2022 a).

These short comments can only highlight a few aspects re-
garding the use of AI systems for decision support. For instance, 
the differentiation between systems for automatic decision-mak-
ing (human-out-of-the-loop) and for decision support (human-
in-the-loop, human-on-the-loop) should certainly be dealt with 
in much more detail, as different questions are raised depending 
on how AI systems are actually employed. It would also be worth 
to examine whether and how transitions from decision support 
systems to automatic decision-making systems might take place; 
this is less a technical issue than an organizational and practi-
cal one, because if AI systems suggest decisions but users rou-
tinely adopt them, it is not the technology that has changed but 
the way it is used. Such transitions in modes of use can in turn 
lead to far-reaching changes in the respective understanding of 
the profession and this in turn can again change modes of use 

It can only be assumed that, in view of competing regulatory 
approaches, the AIA is rather not the last word on the regula-
tion of AI, even more so as criticism of the AIA has not been 
long in coming. Furthermore, it is currently impossible to predict 
whether and what effects the proposed EU regulation will have 
on other countries and within the international discourse. How 
the application of AI will be regulated in, say, ten years’ time in 
the areas covered in this Special topic as well as in other areas 
is therefore difficult to predict today.

Human decisions and artificial 
intelligence

With regard to the question of how AI systems can be specifi-
cally integrated into human decision-making, mainly theoretical 
considerations and only a few empirical studies exist. Many of 
the following considerations originate from the medical context, 
as the impact of AI systems on human decision-making has long 
been the subject of intensive research, particularly in the health-
care professions. For example, Braun et al. (2020) outlined var-
ious modes of interaction for the healthcare sector (e.g., the in-
tegrative AI‑DSS, which can independently request and collect 
patient data, or the fully automated AI‑DSS, which does not re-
quire the involvement of professionals); however, most consid-
erations primarily assume direct, essentially bilateral interaction 
between the professional and the AI system, i. e., a conventional 
AI‑DSS. Simultaneously, there is widespread agreement that the 
integration of AI systems into the professional decision-making 
process – regardless of the respective mode of interaction – will 
have an impact on established work relations, e.g., on the rela-
tionship between professionals and patients or employees and 

employers (Schneider et al. 2022 b). On the one hand, the use of 
DSS is expected to reduce the workload and the potential time 
saved is associated with a more empathetic approach to patients 
(Topol 2019) – expectations that appear questionable given the 
increasing costs of purchasing and maintaining technology and 
educating personnel as well as labor shortages. On the other 
hand, there are concerns that computer paternalism could under-
mine the essential relationship of trust between healthcare pro-
fessionals and patients (Čartolovni et al. 2022; Heyen and Sal-
loch 2021) – or, to put it in more general terms, between profes-
sionals and clients. Studies already indicate that time and again 
automation bias occurs (Sujan et al. 2019), i. e., recommenda-
tions from AI‑based decision-making systems are adopted with-
out question. In view of the frequent lack of data literacy, this 
poses an enormous challenge, as the AI‑generated recommenda-

If AI systems suggest decisions and users routinely adopt them, 
it is not the technology that has changed but the way it is used.
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terview study to investigate which requirements AI systems 
in the medical context must fulfil in terms of explainability 
so that their outputs are comprehensible for all stakeholders. 
Without situationally adapted and comprehensible explana-
tions, building trust in AI systems would hardly be possible 
and their use would therefore be called into question.

•	 Finally, Jan C. Zoellick, Hans Drexler, and Konstantin Drex-
ler address the use of AI systems for the detection of mela-
noma. Using three scenarios, they consider shifts in compe-
tences from physicians to the systems used, examine the need 
for regulation of the use of AI systems in diagnostic contexts 
and finally look at a conundrum that is often brought up but 
rarely clearly resolved: What should be done if humans and 
machines come to different conclusions? Whose conclusion 
should take priority?

Conclusion

As already indicated, the contributions in this Special topic can-
not address all aspects of AI‑based decision-making support. 
Regarding technology assessment they do, however, provide ex-
amples of the topics and issues raised by the rapid and ubiqui-
tous introduction of AI technologies. In the case of country-spe-
cific studies, the potential for drawing generalizations may be 
limited, but particularly from a technology assessment perspec-
tive, such specific studies cannot be dispensed with, as the ef-
fects of technology are determined to a considerable extent by 
the prevailing conditions. Discussions of specific topics usually 
differ not only from country to country, but also within a profes-
sion in a country where there are different and long-established 
strands of discourse with corresponding arguments and assump-
tions, e.g. in the field of the digitalization of social work in Ger-
many (Waag and Rink 2023). Country comparisons and inter-
disciplinary studies can therefore help to make such discourses 
more comprehensible and transparent. The comparison of argu-
ments and assumptions can also help to uncover blind spots in 
one’s own argumentation. A differentiated view that is consid-
ering country-specific characteristics and social conditions is 
also indispensable with regard to impact assessment and evalu-
ation of technology, as otherwise there is a risk of not being able 
to move beyond thinking in terms of extreme scenarios. While 
the research articles in this TATuP Special topic refer to similar 
challenges and issues, they also illustrate the importance of de-
tail and differentiation, despite the variety of subjects covered.
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(Schneider et al. 2022 b). In other words: When talking about AI, 
this must always be done in terms of a socio-technical system.

Contributions in this Special topic

The six contributions to this TATuP Special topic cover the use 
of AI systems in three different domains: healthcare, legal sys-
tem, and law enforcement or, more precisely, border control. We 
decided to cluster thematically related research articles and to 
sort them in the clusters according to the alphabetical order of 
the names of the first authors – this seemed to us to be the best 
variant of an ultimately arbitrary arrangement. The first three re-
search articles deal with the use of AI in the legal system, fol-
lowed by a research article on AI systems used to identify ille-
gal migrants at the border, and finally two research articles on 
the application of AI systems in medical contexts.

•	 Anna-Katharina Dhungel and Moreen Heine are investigat-
ing whether, how and who would benefit from the use of AI 
systems in the legal system. They will attempt to answer this 
question based on interviews with judges from Germany. On 
the one hand, this means a limitation, as the results are only 
meaningful in the context of the German legal system, yet on 
the other hand, comparable studies have so far mostly been 
carried out in countries, such as the United States, whose le-
gal system is structured significantly differently to the Ger-
man system. The article therefore fills a research gap.

•	 Brandon Long and Amitabha Palmer focus on a different tar-
get group, as they look at the question of whether AI systems 
could have an advantage for jurisdiction from the perspective 
of the users of the legal system in the United States. Their pri-
mary interest is whether AI systems could be used as cost-ef-
fective advisors, in particular for socially disadvantaged peo-
ple, providing, for example, reliable information about the 
potential success of a lawsuit.

•	 With reference to the legal system, Giovana Lopes asks 
whether AI systems could be used to identify prejudices and 
partialities – bias for short – among judges, to alert them to 
the existence of bias, thereby inducing behavioral and attitu-
dinal changes on the part of judges and thus ensuring fairer 
judgments.

•	 In their research article on the use of AI in the context of bor-
der controls, Daniel Minkin and Lou Therese Brandner ex-
plore the theoretical assumptions underlying the ‘iBorderCtrl’ 
system. They conclude that the theoretical foundations of the 
system are questionable and that the use of the system to rec-
ognize false statements made by people entering a country 
should therefore be called into question. This indicates that 
in the context of technology assessment not only technol-
ogy, but also fundamental and/or theoretical assumptions that 
are incorporated into technology should be taken into account.

•	 Manuela Marquardt, Philipp Graf, Eva Jansen, Stefan Hill-
mann, and Jan-Niklas Voigt-Antons use a scenario-based in-
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