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ABSTRACT

Scientific, political and bureaucratic elites use epistemic practices like “big data
analysis” and “web scraping” to create representations of the citizenry and to
legitimize policymaking. | develop the concept of “demos scraping” for these
practices of gaining information about citizens (the “demos”) through automated
analysis of digital trace data which are re-purposed for political means. This article
critically engages with the discourse advocating demos scraping and provides a
conceptual analysis of its democratic implications. It engages with the promise of
demos scraping advocates to reduce the gap between political elites and citizens
and highlights how demos scraping is presented as a superior form of accessing the
“will of the people” and to increase democratic legitimacy. This leads me to critically
discuss the implications of demos scraping for political representation and
participation. In its current form, demos scraping is technocratic and de-politicizing;
and the larger political and economic context in which it takes place makes it
unlikely that it will reduce the gap between elites and citizens. From the analytic
perspective of a post-democratic turn, demos scraping is an attempt of late modern
and digitalized societies to address the democratic paradox of increasing citizen
expectations coupled with a deep legitimation crisis.

ARTICLE HISTORY Received 28 February 2019; Accepted 28 December 2019

KEYWORDS data mining; big data; political participation; political representation; responsiveness; public policy;
post-democracy; technocracy

1. Introduction

The current debate about a crisis of modern representative democracy is in part due to the
failures of democratic systems to connect citizens and political elites and to orient politics
on the “will of the people”" which is admittedly elusive. In traditional interpretations of
modern liberal democracies, responsiveness is regarded as a central parameter of demo-
cratic quality. According to Hanna Pitkin, it is one of the two elements that compose rep-
resentation. The second is political leadership: to judge and act for the common good.>
Democracies must find a good balance between responsiveness and political leadership,’
but fail in many ways: Due to the plurality of modern societies, representatives cannot
fulfil the wishes of all citizens and social groups. With increasing political participation
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this can lead to what King termed “government overload”, the failure to process, let alone
meet citizens’ demands.* In addition, orienting policymaking too closely on public
opinion makes it difficult to implement policies that are not popular, but that have
desirable long-term effects or that temporarily settle social conflicts. However, political
leadership without responsiveness leads to selfish and exploitative elite behaviour and
citizen disillusionment. All of these flaws have been diagnosed in recent accounts of
post-democracy” and democratic disfigurations:® Liberal representative democracies
suffer from decreasing and unequally distributed political participation, cleavages
between political elites and citizens,” and ineffective policies. These diagnoses add up
to a deep legitimation crisis of modern representative democracies and a multiplication
of legitimation strategies.® Several trends drive post-democratic developments, most
importantly economic globalization and neoliberal hegemony that move distributional
conflicts to ever more distant and abstract fields of action, where citizen engagement is
extremely difficult.” In the political realm, post-democratic tendencies are fuelled by
elitist interpretations of democracy. Refusing to meet the demands of postwar societies,'°
political and economic elites nurture a “hatred of democracy” and conflate the political
with the domain of administration (see the contribution by Blithdorn to this Special
Issue). Against the backdrop of these various malfunctions of representative democracies,
it seems only natural that many hopes have been attached to the digitalization of societies
to solve the “democratic paradox” which consists in the tension between increasing
citizen expectations about political representation and participation and the legitimation
crisis of democratic institutions (see introduction by Blithdorn and Butzlaft to this
Special Issue). Digital tools have been developed to improve political participation by
lowering entry barriers (such as geographic distance) and attracting new populations
(for example via gamification). The digitally mediated opportunities for citizen partici-
pation range from feedback channels, online discussion forums,'' and social media
information'? to online elections'” and legislative crowdsourcing.'

While several studies have explored the participatory effects of these online tools, aca-
demics have devoted little interest to the political epistemologies of digitalized societies
and their implications for the democratic project. Political epistemologies are practices
by which societies construct — and criteria by which they evaluate - politically relevant

» «

knowledge. Practices such as “big data analysis”, “web scraping”, “opinion mining”, “sen-
timent analysis”, “predictive analytics”, and “nowcasting”"> have successfully established
themselves as an element of state regulation.'® Emerging research strands that use these
tools such as “computational social sciences”, “social physics”, “policy analytics”, and
“policy informatics™” strive for better evidence, more transparency and responsiveness
in policymaking; and governments such as in the UK, or, as in Australia, have set up
strategies of “open policymaking”, “agile policymaking™® and “public service big
data”."” Despite their diverse terminology, I argue that these practices have common
elements that call for an overarching concept that also serves as a starting point for a criti-
cal analysis of these practices. I therefore propose the concept of “demos scraping”*® -
combining the term “web scraping” with the Greek word for citizenry: “demos”.
Demos scraping encompasses the practices of gaining information about citizens
through automated analysis of digital trace data which are re-purposed for political
means. The concept of trace data implies that the data creation is the surplus of
another activity. The notion of “scraping” in addition evokes the idea of repurposing:
data are used to generate value in an unexpected way - it also implies a critical stance,

implying that these epistemic practices scrape the surface instead of getting a deep
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understanding of their object which is in line with accounts of the “messiness” of web
scraping.”’ The concept of demos scraping however does not contain in itself an assess-
ment of democratic quality. It is the aim of this article to provide such an assessment.

Political elites use numerous epistemic practices to assess and construct societal
demands on which they orient their actions. This includes social science research
and various forms of political participation and representation. Political elites will attri-
bute different value to what they conceive of as “the will of the people”,** depending on
whether representatives act as delegates who adhere closely to the mandates of those
represented or whether they assume the role of trustees who act independently of
their voters for the sake of the common good. But no matter how sophisticated the epis-
temic practice — the will of the people is highly political, always ambiguous, elusive and
controversial.>> The implications of demos scraping for political responsiveness have
yet to be examined. It is therefore time to question the discourse and practice of politi-
cal, economic and scientific elites who advocate digital technologies as better tools for
learning about the citizenry and increasing political responsiveness.

The literature about the phenomena grouped under the concept of demos scraping
in this article largely comprises uncritical studies using computational social sciences.
Their aim is to gain insights into social dynamics such as public opinion, social inequal-
ity or markets by making use of digital trace data.”* There are however a few studies that
are critical towards demos scraping. Yet, they either treat practices related to digital data
on a rather abstract level, without considering the specific political epistemologies,”” or
they scrutinize specific practices, but neglect their relationship with practices in other
areas that have the same epistemology.”® In addition, several scholars have dissected
the epistemologies of big data,”” yet they do not address their political dimension in
detail. Most of these critical studies point out how data analysis in the digital age
poses threats to specific freedoms and rights, such as privacy, accountability, transpar-
ency, and freedom from manipulation.”® However, none of them provides an overall
assessment of the implications of demos scraping for core democratic concepts. As a
consequence, this article sets out to fill two gaps - firstly it assembles various related
epistemic practices under the concept of demos scraping, choosing a middle ground
between exceedingly general descriptions and overly specific case studies. The second
contribution of this article is to reflect upon demos scraping with regard to the demo-
cratic concepts of responsiveness, representation and participation.

I start with the perspective of the advocates who propose demos scraping as a valu-
able epistemic practice for democratic policymaking, outlining the (stated) promises
and limitations. In the following section I draw from democratic theory and highlight
the implications of demos scraping, characterized by a tension between responsive and
technocratic politics. This section sheds light on the relationship between demos scrap-
ing and political representation, between demos scraping and political participation,
and reflects upon the wider social, economic and political context within which
demos scraping takes place. The final section discusses how the findings can be inter-
preted from the perspective of a post-democratic turn.

2. The political epistemology of demos scraping: promises and
limitations

As the literature about politically motivated computational social sciences shows, digital
trace data are often claimed to provide valuable insights into the citizenry. Policy
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analysis, policy consulting and data-driven businesses claim that demos scraping
renders a complete and accurate representation of the social and therefore generates
a superior form of evidence for political representation. They argue that, despite its mul-
tiple biases, it is a way of knowing the demos that surpasses the insights gained from
traditional disciplinary data about citizens, such as administrative data and censuses.*

Data available on the Internet and in social networks have been deployed in various
areas in order to gain insights into populations. An especially abundant field is the pre-
diction of election results on the basis of social media-based sentiment analysis*® and
micro-targeting in campaigning,”’ a strategy to address voters and supporters using
modern marketing tools including big data. The police use sentiment analysis to
assess levels of aggression during demonstrations or reputational risk for the police.”?
Data mining in the darknet has been used to unveil terrorist clusters.”> Web scraping
and search engine data are deployed to predict the spread of diseases,” map well-
being,”®> map physical and mental health,”® predict user behaviour, and forecast con-
sumption.”” Another aim is to gather information about populations that are difficult
to monitor and about regions that are poorly reported,’® for instance in developing
countries or in cases of military conflict. This information is used for prioritizing and
targeting development aid and other interventions.”” For example, the “Syria Conflict
Mapping Project” uses web scraping to create a continuous estimate of relations
between conflicting groups, flows of people and weapons, which is made public and
used for policymaking.*’

The main promise of demos scraping is that new data yield unprecedented insights
into populations for policy makers; it enables “community assessment”,*' and taking
the “pulse of the nation”.*> An OECD report states that “torrents of data streaming
across public and private networks can improve the quality of statistics in an era of
declining responses to national surveys, and can create close to real-time evidence for
policymaking”.** In times of societal fragmentation and complexity, demos scraping
is said to be scoring with precision, breadth and timeliness:

Data from increasingly popular online social media allow social scientists to study individual
behavior in real-time in a way that is both fine-grained and massively global in scale, making
it possible to obtain precise real-time measurements across large and diverse populations.**
[italics added by the author]

Demos scraping is treated as a new form of “collective wisdom (...) to provide a more
objective, unbiased and at times ‘more complete’ and professional information than any
expert could ever do alone”.*” In this vein, the American National Science Foundation
has put forward a strategy to create “social observatories” to “provide a nearly continu-
ous snapshot of the country, rapidly depicting how national policies affect local people
and places”.* [italics added by the author].

The vision of demos scraping proponents is that this improved knowledge of the
demos will be beneficial for regulation. It can be used to identify effective strategies
of behaviour modification, for example increase support for policies or for political
parties. It can also serve as the basis of political programmes that claim to “hear
more voices”,"” to better serve the population by constantly evaluating and adapting
regulatory instruments:*® “Sentiment-based artefacts using publicly available data
promise unprecedented access to the expectation of issues arising ex-ante, and the total-
ity of effect of incidents ex-post, therefore, enabling researchers and decision makers to
analyse, develop, implement and tune policies”.*” [italics added by the author]. “Early



430 L. ULBRICHT

warning systems”, “real-time feedback”, and “adaptive policymaking” are the pillars of
government that pursues a “model of service delivery where choices (...) are under-
pinned by data intelligence on users and their (current and future) needs”.>

In line with the ideal of effective policies is the idea that demos scraping will render
policymaking more responsive. As the Center for Policy Informatics at Arizona State

University puts it:

In an information-intensive governance environment, advancements in information, compu-
tation, and communication technology afford us the possibility to better tackle complex
public issues in new and innovative ways that tap into and reflect the reality of this world. In
particular, this involves (...) engaging, educating, and empowering public officials, future
researchers, and the public-at-large.”! [italics added by the author]

Many texts claim the superiority of demos scraping over the traditional methodologies
hitherto applied: Demos scraping is depicted as more precise because it comprises more
detail (more “data points”) on individuals; it is seen as more complete because it encom-
passes more individuals, covers all aspects of life and can be executed at frequent inter-
vals (“real-time analysis”).”> As the authors of a health study argue,

[t]raditional approaches for collecting psychosocial data from large representative samples (...)
tend to be expensive, are based on only thousands of people, and are often limited to a minimal,
predefined list of psychological constructs. A Twitter-based system to track psychosocial vari-
ables is relatively inexpensive and can potentially generate estimates based on 10s of millions
of people with much higher resolution in time and space.” [italics added by the author]

In addition, demos scraping is said to be more valid as it observes behaviour instead of

relying on verbal expressions and because online expressions are not biased by a survey
Lo 54

situation:

traditional surveys pose solicited questions, and it is well known that this approach might inflate
the share of strategic answers (...). Conversely, SA [sentiment analysis] does not utilize ques-
tionnaires and focuses only on listening to the stream of unsolicited opinions freely expressed
on the Internet.”®

Finally, demos scraping is portrayed as cheaper and less intrusive than surveys.”® In
sum, the promise of demos scraping is to find a solution for the hitherto unsurmoun-
table challenge of effectively representing a plural society.””

Despite the proclaimed superiority of demos scraping, scholars in critical data
studies have pointed out that big data analysis is prone to create biases.”® A central
problem is the “digital divide”, meaning that unequal access to information technol-
ogies and unequal use habits lead to biased data samples where certain populations
are over-represented and others are digitally invisible.”> For example, scholars studying
risks for atherosclerotic heart disease (AHD) on the basis of twitter data concede:
“Given that the typical Twitter user is younger (...) than the typical person at risk
for AHD, it is not obvious why Twitter language should track heart-disease mortality.
The people tweeting are not the people dying”.®® Another limitation is that many tools
relying on natural language processing are designed for English language and therefore
lead to biased results in global comparisons and to culturally disembedded interpret-
ations. What is more, these tools frequently reduce observations to overly simplistic cat-
egories (positive and negative). Another challenge is to detect irony, sarcasm, and
internet bots. A general problem of demos scraping is the lack of knowledge about
the context in which the data was produced - one of the major differences between
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demos scraping and traditional social science data and methods. For instance,
expressions in social networks might not be a mere reflection of an emotional status
or (political) preference, but be of a more strategic nature with the intention of attract-
ing a maximum of reactions.’’ In sum, sentiment analysis for public policy often relies
on some kind of repurposing of behavioural data that were not produced in a political
context which limits its validity and legitimacy. Despite these shortcomings, many
authors applying demos scraping are confident about the superiority of their method-
ology over others. The first reason is that the sheer amount of data and the resulting
significance of coeflicients lead authors to discard doubts about the validity of their
results,®” especially compared to other methodologies that are perceived as even less
accurate. A second reason to discard worries about possible bias is happy optimism
that social media use will increase with time and automatically diminish possible
bias.” Having presented the potential and limitations of demos scraping, I now turn
in more detail to its democratic implications.

3. Demos scraping as a democratic practice: responsive or technocratic?

In search of the democratic implications of demos scraping, I first discuss the relation-
ship between demos scraping and political representation before taking a closer look at
demos scraping and political participation.

Demos scraping becomes a democratic practice where it claims to generate superior
truth and to be of use in policymaking. The examples of demos scraping cited in this
article make it clear that scientific, economic, political and bureaucratic elites make
representative claims®* about populations on the basis of these practices. Demos scrap-
ing promises to increase the input-legitimacy of politics by “hearing more voices” and
the output-legitimacy by yielding “better policies”. But representation through demos
scraping is problematic because the picture it conveys is flawed in many ways. In
addition to social bias, the focus on digital trace data leads to a construction of citizens
as consumers and with a passive role (see also the contribution by Maxton-Lee in this
Special Issue).

These observations stand in contrast to the responsiveness narrative, which states
that, theoretically, data mining provides societies with an instrument that strengthens
the role of representatives as delegates. But looking at the current practices of demos
scraping cited above, it is fair to say that it is a one-sided adaptation of political elites
to the population. Demos scraping turns out to be a practice deeply rooted in a techno-
cratic interpretation of democracy that relies on two assumptions: first, that citizens
have exogenous interests and preferences that can be measured through digital trace
data; and second, that public policy consists in serving these interests and preferences.
But to fulfil every wish of citizens deprives them of opportunities to act as citizens and
develop wishes in the first place. What a technocratic interpretation of democracy also
overlooks is that politics is not only the act of choosing an economic, sustainable or
popular solution to a solvable problem. Politics also consists in constant practices of
conflict, negotiation, and re-interpretation. One of the core elements of democracy is
to make political disputes visible; another is its nature as an unfinished project.®®
Demos scraping in its present form is in line with what Urbinati calls “unpolitical
democracy” and that relies on two trends: to extend the domains in which nonpartisan
decisions are made and to legitimize “democratic authority by the quality of its out-
comes”.® Scholars who study the specificities of technology-driven behavioural steering
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have pointed out that to rely upon data analysis often means to replace other forms of
regulation or governance that are more open to participation and deliberation.”’
Concretely,

legitimacy concerns in the data mining context seem (...) to revolve mostly around the validity
and scalability of results (...). There seems no comparable imperative in data mining governance
to ask the sorts of early stage ‘who’ or ‘in whose interest’ questions that are routinely asked in
conventional governance practice, at least in democratic settings.®®

Demos scraping is not only in the process of establishing itself as a “tool of govern-
ment”® and as a representation technology; it equally has implications for political par-
ticipation — by altering the ecosystem in which participation takes place. This change is
rather subtle than radical: As of now, demos scraping is still one among many tools that
governments (and companies) use to “know” populations and their constituency. Scho-
lars have been conducting censuses, surveys, focus groups, interviews, and on-site
observations for centuries; citizens and organizations engage in political participation,
bureaucrats and politicians experience citizen opinion in direct and indirect communi-
cation.”® All these scientific, lay and professional methods of knowing the demos — not
only demos scraping - are prone to interpretation and ambiguous results. But, as we
have seen, many of the proponents of demos scraping stress their methodology’s super-
iority with a determination that expresses an intention to make it the primary evidence
base for policymaking. Other forms of social science and political participation become
irrelevant in such a perspective, as law professor Richard T. Ford ironically suggests:

In fact, why not dispense with cumbersome voting altogether? A computer simulation of the
preferences of all citizens could compile the Pareto Superior outcome for any given collective
decision — we would be virtually represented (...). Think of the benefits - no money in politics
problems, no deceptive ads, no graft and corruption. Best of all, no time wasted studying the
issues, and yet we still get better substantive representation than any possible system of actual
representation.”’

This scenario is exaggerated, but if proponents of data mining see online behaviour as
an expression of political preferences and intentions, they radically re-interpret political
participation. They lose sight of the fact that, in many cases, the observed behaviour was
not intended to be decidedly political. In fact, intentionality is a component of tra-
ditional definitions of political participation — defined in a broad sense as “all amateur-
ish, voluntary activities located in the sphere of politics®”* [italics added by the author].
As demos scraping does not rely upon data that was given with explicit consent for a
political purpose, it is by definition not a form of political participation. Participation
is not just a channel that passes information from citizens to political elites. The
process of participation is performative, it creates roles, identities, knowledge, interests,
and needs.” Different practices of participation entail differing conceptions of citizen-
ship:’* “some may construct people as protesters, whereas other practices may create
collaborators”.””> Demos scraping constructs passive citizens who are unconscious of
their role.

As a consequence, data mining has provoked a struggle about what behaviour can be
regarded as politically intended and how acceptable it is to evaluate it for political pur-
poses.”® Some cases seem easy to label: to like a musician on Facebook is in most cases
not a political statement; to like a political party most likely is. But can this “like” be
interpreted as an intended public statement? Is it more similar to shouting a slogan
at a street protest or does it resemble the more private political discussion at a birthday
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party? The answer to this question depends on how we qualify social media and plat-
forms: as public, as private, or as semi-public spaces.”” In addition, the line between
politically intended and politically unintended behaviour is difficult to draw, for
example when it comes to consumption or cultural preferences: It is unclear
whether there is political intention in purchasing fair trade products (see the contri-
bution by Maxton-Lee in this Special Issue) or in recommending a book of an author
with strong political views.

Whether demos scraping practices rightly claim to observe political behaviour or
not, Richard T. Ford’s dystopic vision is not entirely unrealistic. In its current techno-
cratic version, demos scraping can devaluate settings in which citizens have an oppor-
tunity to participate actively and knowingly in politics. Traditionally, contracts
between citizens and elected officials have been made every 4-6 years, in the form
of elections or referenda, and representatives have been (partly) bound by party mani-
festos and election promises. Demos scraping might in turn lead to hyper-reactive pol-
icymaking, where sentiment change leads to frequent policy shifts without a change of
the electoral mandate. Even if with Urbinati, we see representation not as a single act
of nomination, but as a constant communicative relationship between representatives
and represented (“representation as durée”),”® hyper-responsiveness is an unsettling
prospect in times of eroding political ideologies and decreasing party affiliation
among voters. It might be a danger to political trust, stable politics, and sustainable
policies.

When placing it in a wider context of technological and democratic trends, it seems
unlikely that demos scraping will soon become more reflexive, increase political respon-
siveness or even foster political participation. Several factors reinforce the current ten-
dency towards a technocratic interpretation of technological innovation.

One is that in modern representative democracies, citizens are increasingly
addressed as consumers.” The fact that most of the data used in demos scraping
stems from consumers and not from consciously acting citizens means that there is
little hope that the data might indicate an increasing desire for political influence,
which in theory could prompt political elites to open additional venues for political par-
ticipation. This trend goes hand in hand with the rise of “surveillance capitalism”,*” an
economic system that relies on the datafication of societies. Surveillance capitalism
decouples large technology companies from social responsibility and leaves consumers
and citizens at the mercy of the companies that thrive on their data and nudge them
into consumerism with increasingly sophisticated instruments informed by behavioural
research. From an ideological perspective, this reduction of citizens to consumers is
underpinned by the discourse about user convenience, the “user experience”. Consu-
mers are declared to be suffering from a “privacy paradox” because they express
concern about privacy, but consent to any kind of data collection for the sake of digitally
created convenience. To proclaim the post-privacy society, however, neglects the
unequal power relations between consumers and companies and the dominance of
hegemonic platforms such as Facebook, Amazon, and Google. The monopolistic struc-
tures of technology markets weaken individual rights and national regulation, and to
broaden digital access only stabilizes this hegemony. It also means to channel com-
munication into private platforms, to standardize it, and to neglect cultural, social
and political differences.

An additional contextual factor that dampens hopes to do demos scraping in a more
empowering way is the limited success of initiatives to integrate citizens into “civic tech”
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projects. While civic tech projects are fuelled by the hope that citizens will scrutinize
and improve data and algorithms once they can access them,®’ the intended citizen par-
ticipation is often very limited: the projects focus on citizens endowed with advanced
technological skills, inclination and time. Some projects also include “ordinary” citizens,
but their role is mainly confined to pointing out policy problems or to providing data.
The other elements of civic tech projects remain in the hands of experts: data modelling,
data analysis, interpretation of results, policy choice and policy design. In addition, the
“newly empowered citizen data scientists”®* are mostly overburdened with the task of
controlling and improving public policy. They lack time, technical skills, information
access, power, and other resources to hold governments and large technology compa-
nies accountable. Therefore, civic tech initiatives are sometimes, but not always, more a
matter of activation than empowerment (see also the introduction to this Special Issue
by Blithdorn and Butzlaff). To simply open up demos scraping to citizen scrutiny is
therefore not a solution, as detached forms of participation that construct citizens as
“independent viewers or evaluators” of formal democratic institutions and procedures,
lead to democratic “apathy”, which is the “drying up of passionate involvement”, as
Urbinati criticizes.*

Another important trend that underpins the technocratic interpretation of demos
scraping is the individualization of risks and responsibilities that comes with the neo-
liberal transformation of welfare states and the externalization of the costs caused by
big corporations. Digital technologies enable the surveillance, scoring and stratification
of populations down to the individual. Companies and governments assign scores to
citizens and base regulation on these scores, morally legitimizing these strategies.**
“Individualized”, “tailored”, “targeted”, “granular” policies threaten individual auton-
omy and the equal treatment of citizens in a way that in its scope is new to modern
societies.

Similar strategies are especially unsettling when deployed by political parties: the
diffusion of micro-targeting, sentiment analysis and, behaviourally informed interven-
tions indicate a shift in perspective (see the contribution by Strassheim in this Special
Issue).®” Instead of drawing their social relevance and power from ideologically
anchored thematic orientations and their internal democratic structures, parties
increasingly adopt their communication and strategy to digitally measured preferences
of the individual, which seem to be constantly changing. Hyper-reactivity has spread
from online sales to political parties and thrives against the backdrop of declining pol-
itical ideologies.*® Borrowing from the “spell of quantification”® and its aura of objec-
tivity and unambiguity, demos scraping introduces market values, which often stand
against the interests of the governed, into the realm of the political.

4, Conclusion

This contribution develops the concept of demos scraping and provides an assessment
of its democratic implications. By providing a new interpretation of the debate about
the promises and limitations of digital technologies for democratic concepts such as
representation and participation, it also adds to the research about the re-interpret-
ations of democratic institutions in late modern, digitalized, fragmented, and polarized
societies.”® Demos scraping is meanwhile both a practice and a motivated discourse
entertained by researchers, policy consultants, bureaucrats, politicians, technology com-
panies and data-driven businesses.
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The analysis has yielded three main observations. First, that demos scraping is pro-
moted by its proponents as a new and better tool for knowing the citizenry, to meet citi-
zens’ expectations and to provide political legitimacy - despite many shortcomings.
Second, due to its claim to provide a privileged access to “the will of the people” and
to its current technocratic interpretation, demos scraping has far-reaching implications
for political representation and participation: it strengthens the role of representatives
as trustees and is a danger to many forms of political participation. Furthermore and as
a result to many biases, it cannot contribute to the legitimation of democratic practices;
neither with regard to input, as it fails to “hear more voices”, nor with regard to output
legitimacy, as it does not yield “better policies”. Third, the larger political, economic and
social context in which demos scraping takes place makes it unlikely that it will reduce
the post-democratic gap between elites and citizens in the future, quite to the contrary.
The contemporary model of “monitory democracy™®® heavily depends upon external
control and oversight of government - but as of now, digital data do not (yet) help
to hold governments accountable and there is furthermore little to no control of
large technology companies, creating vast possibilities for the abuse of citizen data by
companies and governments.

Quite to the contrary, in the guise of digitally enhanced democratization, a turn
towards technocratic take-over and depoliticization is happening. Demos scraping, in
its present form, is a Trojan horse for technocratic surveillance capitalism and an
aesthetically pleasing materialization of simulative democracy:” coloured maps, good
predictors, highly significant correlations, worldwide coverage and real-time streams
please the eye of proponents of evidence-based, seemingly responsive policymaking.
Demos scraping does therefore not save political representation and participation; it
produces their objectivation in times of digitally guaranteed user convenience and
privacy paradoxes. From the perspective of a post-democratic turn, demos scraping
is among the practices that remould democratic institutions in order to reflect a mod-
ernisation-induced value- and culture shift (see Introduction by Blithdorn to this
Special Issue). Demos scraping re-defines representation and participation by challen-
ging the concepts of the autonomous subject and the mature citizen and by replacing
citizens with consumers and individuals with “data doubles”. Demos scraping is a
way of late modern societies to embrace their complexity, dynamism and atomization
and bake them into democratic institutions: they hope to solve the problem of repre-
senting plural and fragmented societies with the help of sophisticated computer ana-
lytics and powerful machines. However, trying to solve the democratic paradox by
providing both, policy-legitimation and satisfaction to citizens’ increasing expectations
about representation and participation, is a dangerous endeavour: To endlessly increase
the “data points” by which citizens are represented and to conceive of individuals as
“choosing subjects™" strengthens the centrifugal forces that threaten modern represen-
tative democracies by overly individualizing and differentiating them.” In the act of
proclaiming demos scraping as a central element for responsive politics, political,
bureaucratic and scientific elites raise expectations about participation and empower-
ment that are already unrealizable. Political parties cannot react to citizen sentiment
on a real-time basis, nor is hyper-reactive policymaking democratic progress. Demos
scraping therefore inevitably fails to meet its aims, instead producing the contrary:
citizen activation, technocratic politics and government overload.”® However, a limit-
ation of the paper is that it mainly focuses on discourse and not on practice. Decision
makers might take the statements of those who promote demos scraping with a grain of
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salt. Only few might confuse online and offline behaviour. But a discourse that makes
illegitimate claims about the representativeness and participatory potential of demos
scraping is in itself dangerous. In addition to the often criticized primacy of the econ-
omic over the political,”* demos scraping is an example of how the (social) sciences, in
the attempt to stay relevant, often uncritically adopt epistemic practices and norms
from the private sector.

A ban of demos scraping is not necessary, but it should be handled with care. A
recurrent claim in the debate about algorithms is to increase transparency. It is
indeed important to disclose to consumers that their online data might be used for
political purposes. While citizen-consumers may be overburdened with the task to cri-
ticize demos scraping, there are examples where statistical categories have been at the
centre of democratic conflict and there have been attempts to criticize the epistemic
practices underlying the “scoring society”.”> Only if attempts to politicize demos
scraping are successful, will we know whether citizens indeed appreciate or dispute
having political parties and governments anticipate their every wish and legitimize
political decisions based on their “data doubles”. Only then will we know whether
demos scraping belongs to the consensual practices of the post-democratic turn.

We should, however beware of technological quick fixes to long-standing democratic
deficits and democratic fatigue. Even though digital technologies facilitate political
engagement at the transnational level,”® they cannot save democracy. In a scenario
where the whole population seems to be accessible via web scraping, unequal political
participation and power relations should not be addressed merely on a methodological
level. There is clearly no reason to assume that digital tools will solve any of the pro-
blems related to insufficient political participation, biased representation and imperfect
responsiveness.

Notes

Pitkin, The Concept of Representation, 83.

Ibid., 169, 193.

Sabl, “The Two Cultures of Democratic Theory”.

King, “Overload: Problems of Governing”.

Crouch, Post-democracy; Blithdorn and Butzlaff, “Rethinking Populism”.

Urbinati, Democracy Disfigured.

Crouch, Post-democracy.

Blithdorn, “The Legitimation Crisis of Democracy”.

As in transnational financial markets. Streeck, Buying Time.

Ibid.

. Boulianne, “Social Media Use and Participation”; Jensen, “Political Participation Online”.

. Placek, “4#Democracy: Social Media Use”.

. Cheeseman, Lynch, and Willis, “Digital Dilemmas”.

Brabham, Crowdsourcing in the Public Sector.

These terms have been defined in many different ways. They overlap; they can be combined and
are sometimes used as synonyms. Although a discussion of each term would exceed the limit-
ations of this article, it is important to note that each concept accentuates a different aspect of
automated computer analysis for knowledge production: Big data have an emphasis on the
variety and amount of data — for example where sensor data from smartphones and data
from public transport agencies are combined to monitor citizen traffic. Web scraping has a
focus on the extraction of unstructured web data for unforeseen purposes, as in cases where
Facebook communication is analysed in order to unveil criminal networks. Sentiment analysis
has a focus on the inference of user judgement or preference derived from online behaviour, for
example when tweets are analysed to infer public opinion on public policy issues; opinion

PN L

T e T = T S Sy
GR >N =S



16.
17.

18.
19.
20.

21.
22.
23.
24.

25.

26.

27.
28.

29.
30.
31.

32.
33.
34.
35.
36.

37.
38.
39.
40.
41.
42.
43.
44.
45.
46.

47.
48.
49.
50.
51.
52.

53.
54.

DEMOCRATIZATION 437

mining is used as a synonym for sentiment analysis, used mainly in marketing contexts. Predic-
tive analytics places a focus on extrapolations and inferences to describe future developments,
for example to predict crime hotspots. Nowcasting finally implies a reduction of time-lag in
monitoring, enabling (near) real-time observations, for example of price indices.

Kitchin, The Data Revolution.

To characterize each of them is beyond the scope of this article, as they overlap. What they share
is the use of digital trace data for the analyses of social structures and processes.

Government Digital Service, “Open Policy Making Toolkit”.

Australian Government, “Australian Public Service Big Data Strategy”.

This concept was first coined at an international conference “Scraping the demos. Political epis-
temologies of big data” organized by the Weizenbaum Institute for the Networked Society and
the WZB Berlin Social Science Center in July 2019.

Bonde Thylstrup, Flyverbom, and Helles, “Datafied Knowledge Production”.

Sabl, “The Two Cultures of Democratic Theory”.

Ibid.

McKelvey and Piebiak, “Porting the Political Campaign”; Eichstaedt et al., “Psychological
Language on Twitter”; Yazdani and Manovich, “Predicting Social Trends”; Chen, Dark Web;
Ceron et al, “Every Tweet Counts?”; Frank et al, “Happiness and the Patterns of Life”;
Schmidt, “Trending Now: Using Social Media”; Carriére-Swallow and Labbé, “Nowcasting
with Google Trends”.

Taylor and Schroeder, “Is Bigger Better?”; Yeung, “Algorithmic Regulation”; Zuboff, The Age of
Surveillance Capitalism.

Dencik, Hintz, and Carey, “Prediction, Pre-emption and Limits”, 7; Johns, “Data Mining as
Global Governance”, 13, 31; Christin, “Algorithms in Practice”.

Beer, The Data Gaze; Kitchin, “Big Data, New Epistemologies”; Rieder and Simon, “Datatrust”.
Dencik, Hintz, and Carey, “Prediction, Pre-emption and Limits”, 7; Johns, “Data Mining as
Global Governance”, 13, 31; Christin, “Algorithms in Practice”.

Rose, “Governing by Numbers”; Hacking, “How Should We Do The History”.

Ceron et al.,, “Every Tweet Counts?”

McKelvey and Piebiak, “Porting the Political Campaign”; Karpf, Analytic Activism; Tactical
Tech, “Personal Data”.

Dencik, Hintz, and Carey, “Prediction, Pre-emption and Limits”, 7.

Chen, Dark Web.

Schmidt, “Trending Now: Using Social Media”.

Yazdani and Manovich, “Predicting Social Trends”.

Eichstaedst et al., “Psychological Language on Twitter”; Frank et al., “Happiness and the Patterns
of Life”, 8.

Carriére-Swallow and Labbé, “Nowcasting with Google Trends”.

Taylor and Schroeder, “Is Bigger Better?”

Johns, “Data Mining as Global Governance”, 13, 31.

The Carter Center, “Syria Conflict Resolution”.

Caton, Hall, and Weinhardt, “How Do Politicians Use Facebook?” 1.

Mislove et al., “Pulse of the Nation”.

OECD, Data-Driven Innovation, 410.

Golder and Macy, “Diurnal and Seasonal Mood Vary”, 1879.

Pecari¢, “Can a Group of People”.

American National Science Foundation, “Vision Statement for a National Network of Social
Observatories”.

LeFebvre, “Leveraging the Voices of Social Media”, 232.

Ceron et al,, “Every Tweet Counts?” 344.

Caton, Hall, and Weinhardt, “How Do Politicians Use Facebook?” 1.

Malomo and Sena, “Data Intelligence for Local Government?” 8.

Arizona State University, “Center for Policy Informatics”.

Golder and Macy, “Diurnal and Seasonal Mood Vary”, 1879; Ceron et al., “Every Tweet
Counts?” 344.

Eichstaedst et al., “Psychological Language on Twitter”, 166.

Caton, Hall, and Weinhardt, “How Do Politicians Use Facebook?” 1.



438 L. ULBRICHT

55.
56.

57.
58.

59.
60.
61.
62.
63.
64.
65.
66.
67.

68.
69.
70.
71.
72.
73.
74.

75.
76.

77.
78.
79.
80.
81.
82.
83.
84.
85.
86.
87.
88.
89.
90.
91.
92.
93.
94.
95.
96.

Ceron et al., “Every Tweet Counts?” 344.

Caton, Hall, and Weinhardt, “How Do Politicians Use Facebook?” 1; Ceron et al., “Every Tweet
Counts?” 344.

Kennedy, “Knowledge and the Political”.

Salganik, Bit by Bit; Kitchin, “Big Data and Human Geography”; boyd and Crawford, “Critical
Questions for Big Data”.

Longo et al., “Technology Use, Exposure”.

Eichstaedt et al., “Psychological Language on Twitter”, 166.

Bucher, “Want to Be on the Top?”

Golder and Macy, “Diurnal and Seasonal Mood Vary”, 1881.

Ceron et al., “Every Tweet Counts?” 354.

Saward, “The Representative Claim”.

Dahl, Polyarchy.

Urbinati, Democracy Disfigured, 81.

Yeung, “Algorithmic Regulation”; Johns, “Data Mining as Global Governance”; Dahlgren,
“Social Media and Counter-Democracy”.

Johns, “Data Mining as Global Governance”, 26.

Hood and Margetts, The Tools of Government in the Digital Age.

Cornwall, The Participation Reader.

Ford, “Save the Robots”, 1579.

van Deth, “A Conceptual Map of Political Participation”, 356.

Turnhout, van Bommel, and Aarts, “How Participation Creates Citizens”.

Brabham and Guth, “The Deliberative Politics”, 465; Leach and Scoones, “Science and Citizen-
ship in a Global Context”.

Hajer, “Setting the Stage”, 626.

It is an empirical question of whether and to what extent online behaviour corresponds to pol-
itical engagement, online and offline, Ostman, “Information, Expression, Participation”.
Klinger and Svensson, “The Emergence of Network Media”.

Urbinati, Representative Democracy.

Krastev, After Europe, 35.

Zuboff, The Age of Surveillance Capitalism.

Kelty, “Too Much Democracy in All the Wrong Places”, 79.

Ibid., 80.

Urbinati, Democracy Disfigured, 108-9.

Fourcade and Healy, “Categories All the Way Down”.

Kreiss, Prototype Politics.

Fukuyama, The End of History and the Last Man.

Streeck, Buying Time.

Hofmann, “Mediated Democracy”.

Keane, The Life and Death of Democracy.

Blithdorn, Simulative Demokratie.

Reckwitz, “Medientransformation und Subjekttransformation”,173.

Blithdorn and Butzlaft, “Rethinking Populism”, 5.

Ibid., 11.

Moufte, The Democratic Paradox.

Bivens, “The Gender Binary”; Ruppert, “Seeing Population”.

Siapera, “Reclaiming Citizenship in the Post-democratic Condition”.

Disclosure statement

No potential conflict of interest was reported by the author.

Funding

This work was supported by Bundesministerium fiir Bildung und Forschung.



DEMOCRATIZATION 439

Notes on contributor

Lena Ulbricht leads a research group at the Weizenbaum Institute for the Networked Society — the
German Internet Institute in Berlin, Germany. In addition, she is a postdoctoral fellow at the WZB
Berlin Social Science Center. Her research topics are regulation and governance, public policy,
multi-level governance, digital technologies, data protection and security policy.

ORCID
Lena Ulbricht (2 http://orcid.org/0000-0002-6259-0144

Bibliography

2015 IEEE International Conference on Big Data (Big Data). IEEE, 2015.

American National Science Foundation. “Vision Statement for a National Network of Social
Observatories.” https://socialobservatories.org/vision.

Arizona State University. “Center for Policy Informatics.” https://policyinformatics.asu.edu/.

Australian Government. “Australian Public Service Big Data Strategy: Improved Understanding
through Enhanced Data-analytics Capability.” Accessed August 19, 2017. https://www.finance.
gov.au/sites/default/files/Big-Data-Strategy.pdf.

Ball, K., K. Haggerty, and D. Lyon, eds. Routledge International Handbook of Surveillance Studies.
London: Routledge, 2012.

Beer, David. The Data Gaze: Capitalism, Power and Perception. 1st ed. Society and Space. Thousand
Oaks, CA: SAGE, 2018.

Bivens, Rena. “The Gender Binary Will Not Be Deprogrammed: Ten Years of Coding Gender on
Facebook.” New Media & Society 19, no. 6 (2017): 880-898.

Blithdorn, 1. Simulative Demokratie: Neue Politik nach der postdemokratischen Wende. Orig.-Ausg.,
1. Aufl. Edition Suhrkamp 2634. Berlin: Suhrkamp, 2013.

Blithdorn, I. “The Legitimation Crisis of Democracy: Emancipatory Politics, the Environmental State
and the Glass Ceiling to Socio-ecological Transformation.” Environmental Politics 20, no. 10
(2019): 1-20.

Blithdorn, I, and Felix Butzlaff. “Rethinking Populism: Peak Democracy, Liquid Identity and the
Performance of Sovereignty.” European Journal of Social Theory 22, no. 2 (2019): 191-211.
doi:10.1177/1368431017754057.

Bonde Thylstrup, Nanna, Mikkel Flyverbom, and Rasmus Helles. “Datafied Knowledge Production:
Introduction to the Special Theme.” Big Data & Society 6, no. 2 (2019): 1-5.

Boulianne, Shelley. “Social Media Use and Participation: A Meta-analysis of Current Research.”
Information, Communication ¢ Society 18, no. 5 (2015): 524-538.

boyd, dana, and Kate Crawford. “Critical Questions for Big Data.” Information, Communication &
Society 15, no. 5 (2012): 662-679.

Brabham, Daren C. Crowdsourcing in the Public Sector. First Paperback Edition. Public Management
and Change Series. Washington, DC: Georgetown University Press, 2016.

Brabham, Daren C., and Kristen L. Guth. “The Deliberative Politics of the Consultative Layer:
Participation Hopes and Communication as Design Values of Civic Tech Founders.” Journal of
Communication 67, no. 4 (2017): 445-475.

Brownsword, Roger, Eloise Scotford, and Karen Yeung, eds. Oxford Handbook on the Law and
Regulation of Technology. Oxford Handbooks. Corby: Oxford University Press, 2017.

Bucher, Taina. “Want to Be on the Top? Algorithmic Power and the Threat of Invisibility on
Facebook.” New Media & Society 14, no. 7 (2012): 1164-1180.

Burchell, Graham, ed. The Foucault Effect: Studies in Governmentality; with Two Lectures by and an
Interview with Michel Foucault. Chicago, IL: University of Chicago Press, 1991.

Carriére-Swallow, Yan, and Felipe Labbé. “Nowcasting with Google Trends in an Emerging Market.”
http://www.bcentral.cl/es/DownloadBinaryServlet?nodeld=%2FUCM%2FBCCH_ARCHIVO_0968
38_ES&propertyld=%2FUCM%2FBCCH_ARCHIVO_096838_ES%2Fprimary&fileName=dtbc588
.pdf.


http://orcid.org/0000-0002-6259-0144
https://socialobservatories.org/vision
https://policyinformatics.asu.edu/
https://www.finance.gov.au/sites/default/files/Big-Data-Strategy.pdf
https://www.finance.gov.au/sites/default/files/Big-Data-Strategy.pdf
https://doi.org/10.1177/1368431017754057
http://www.bcentral.cl/es/DownloadBinaryServlet?nodeId=%2FUCM%2FBCCH_ARCHIVO_096838_ES%26propertyId=%2FUCM%2FBCCH_ARCHIVO_096838_ES%2Fprimary%26fileName=dtbc588.pdf
http://www.bcentral.cl/es/DownloadBinaryServlet?nodeId=%2FUCM%2FBCCH_ARCHIVO_096838_ES%26propertyId=%2FUCM%2FBCCH_ARCHIVO_096838_ES%2Fprimary%26fileName=dtbc588.pdf
http://www.bcentral.cl/es/DownloadBinaryServlet?nodeId=%2FUCM%2FBCCH_ARCHIVO_096838_ES%26propertyId=%2FUCM%2FBCCH_ARCHIVO_096838_ES%2Fprimary%26fileName=dtbc588.pdf

440 L. ULBRICHT

Caton, Simon, Margeret Hall, and Christof Weinhardt. “How do Politicians Use Facebook? An Applied
Social Observatory.” Big Data ¢ Society 2, no. 2 (2015): 1-18.

Ceron, Andrea, Luigi Curini, Stefano M. Iacus, and Giuseppe Porro. “Every Tweet Counts? How
Sentiment Analysis of Social Media Can Improve Our Knowledge of Citizens’ Political
Preferences with an Application to Italy and France.” New Media & Society 16, no. 2 (2014):
340-358.

Cheeseman, Nic, Gabrielle Lynch, and Justin Willis. “Digital Dilemmas: The Unintended
Consequences of Election Technology.” Democratization 25, no. 8 (2018): 1397-1418.

Chen, Hsinchun. Dark Web: Exploring and Data Mining the Dark Side of the web. New York: Springer,
2014.

Christin, Angele. “Algorithms in Practice: Comparing Web Journalism and Criminal Justice.” Big Data
& Society 4, no. 2 (2017): 1-14.

Cornwall, Andrea, ed. The Participation Reader. London: Zed Books, 2011. http://www.loc.gov/catdir/
enhancements/fy1114/2011283112-b.html.

Crouch, Colin. Post-democracy. Repr. Cambridge: Polity Press, 2010.

Dahl, Robert A. Polyarchy: Participation and Opposition. 26. print. New Haven: Yale University Press,
1998.

Dahlgren, Peter. “Social Media and Counter-democracy: The Contingences of Participation.” In
Electronic Participation. ePart 2012: Lecture Notes in Computer Science, edited by E. Tambouris,
A. Macintosh, and @. Sxbe, 1-12. Berlin, Heidelberg: Springer, 2012.

Dencik, Lina, Arne Hintz, and Zoe Carey. “Prediction, Pre-emption and Limits to Dissent: Social Media
and Big Data Uses for Policing Protests in the United Kingdom.” New Media & Society 20, no. 4
(2018): 1433-1450. doi:10.1177/1461444817697722.

Eichstaedt, Johannes C., Hansen A. Schwartz, Margaret L. Kern, Gregory Park, Darwin R. Labarthe,
Raina M. Merchant, Sneha Jha, et al. “Psychological Language on Twitter Predicts County-level
Heart Disease Mortality.” Psychological Science 26, no. 2 (2015): 159-169.

Ford, Richard T. “Save the Robots: Cyber Profiling and Your So-called Life.” Stanford Law Review 52,
no. 5 (2000): 1573.

Fourcade, Marion, and Kieran Healy. “Categories All the Way Down.” Historical Social Research 42, no.
1 (2017): 286-296.

Frank, Morgan R., Lewis Mitchell, Peter S. Dodds, and Christopher M. Danforth. “Happiness and the
Patterns of Life: A Study of Geolocated Tweets.” Scientific Reports 3 (2013): 2625.

Fukuyama, Francis. The End of History and the Last Man. New York: Free Press, 2006.

Golder, Scott A., and Michael W. Macy. “Diurnal and Seasonal Mood Vary with Work, Sleep, and
Daylength Across Diverse Cultures.” Science 333, no. 6051 (2011): 1878-1881.

Government Digital Service. “Open Policy Making Toolkit.” https://www.gov.uk/guidance/open-
policy-making-toolkit/getting-started-with-open-policy-making.

Hacking, Ian. “How Should We Do the History of Statistics?” In The Foucault Effect: Studies in
Governmentality; with Two Lectures by and an Interview with Michel Foucault, edited by Graham
Burchell, 181-195. Chicago, IL: University of Chicago Press, 1991.

Hajer, Maarten A. “Setting the Stage: A Dramaturgy of Policy Deliberation.” Administration & Society
36, no. 6 (2005): 624-647.

Hofmann, Jeanette. “Mediated Democracy - Linking Digital Technology to Political Agency.” Internet
Policy Review 8, no. 2 (2019): 1-18.

Hood, Christopher C., and Helen Z. Margetts. The Tools of Government in the Digital Age. Public Policy
and Politics. Houndmills: Palgrave Macmillan, 2007.

Jensen, Jakob L. “Political Participation Online: The Replacement and the Mobilisation Hypotheses
Revisited.” Scandinavian Political Studies 36, no. 4 (2013): 347-364.

Johns, Fleur. “Data Mining as Global Governance: UNSW Law Research Paper No. 2015-61.” In Oxford
Handbook on the Law and Regulation of Technology. Oxford Handbooks, edited by Roger
Brownsword, Eloise Scotford, and Karen Yeung. Corby: Oxford University Press, 2017. Accessed
August 28, 2017. https://ssrn.com/abstract=2690047.

Karpf, David. Analytic Activism: Digital Listening and the New Political Strategy. Oxford Studies in
Digital Politics. New York: Oxford University Press, 2016.

Keane, John. The Life and Death of Democracy. New York: W. W. Norton & Company, 2009.

Kelty, Christopher M. “Too Much Democracy in All the Wrong Places: Toward a Grammar of
Participation.” Current Anthropology 58, no. S15 (2017): S77-S90.


http://www.loc.gov/catdir/enhancements/fy1114/2011283112-b.html
http://www.loc.gov/catdir/enhancements/fy1114/2011283112-b.html
https://doi.org/10.1177/1461444817697722
https://www.gov.uk/guidance/open-policy-making-toolkit/getting-started-with-open-policy-making
https://www.gov.uk/guidance/open-policy-making-toolkit/getting-started-with-open-policy-making
https://ssrn.com/abstract=2690047

DEMOCRATIZATION 441

Kennedy, Duncan. “Knowledge and the Political: Bruno Latour’s Political Epistemology.” Cultural
Critique 74, no. 1 (2010): 83-97.

King, Anthony. “Overload: Problems of Governing in the 1970s.” Political Studies 23, nos. 2-3 (1975):
284-296.

Kitchin, Rob. “Big Data and Human Geography: Opportunities, Challenges and Risks.” Dialogues in
Human Geography 3, no. 3 (2013): 262-267.

Kitchin, Rob. “Big Data, New Epistemologies and Paradigm Shifts.” Big Data ¢ Society 1, no. 1 (2014):
1-12.

Kitchin, Rob. The Data Revolution: Big Data, Open Data, Data Infrastructures & Their Consequences. 1.
publ. Los Angeles, CA: SAGE, 2014.

Klinger, Ulrike, and Jakob Svensson. “The Emergence of Network Media Logic in Political
Communication: A Theoretical Approach.” New Media ¢ Society 17, no. 8 (2014): 1241-1257.

Krastev, Ivan. After Europe. Philadelphia: University of Pennsylvania Press, 2017.

Kreiss, Daniel. Prototype Politics: Technology-intensive Campaigning and the Data of Democracy.
Oxford Studies in Digital Politics. New York, NY: Oxford University Press, 2016.

Leach, Melissa, and Ian Scoones. “Science and Citizenship in a Global Context.” In Science and Citizens:
Globalization and the Challenge of Engagement, edited by Melissa Leach, Ian Scoones, and Brian
Wrynne. 2. impr, 15-38. London: Zed Books, 2007.

Leach, Melissa, Ian Scoones, and Brian Wynne, eds. Science and Citizens: Globalization and the
Challenge of Engagement. 2. impr. London: Zed Books, 2007.

LeFebvre, Rebecca K. “Leveraging the Voices of Social Media for Peace and Security.” Sicherheit ¢~
Frieden 34, no. 4 (2016): 231-235.

Longo, Justin, Evan Kuras, Holly Smith, David M. Hondula, and Erik Johnston. “Technology Use,
Exposure to Natural Hazards, and Being Digitally Invisible: Implications for Policy Analytics.”
Policy & Internet 9, no. 1 (2017): 76-108.

Malomo, Fola, and Vania Sena. “Data Intelligence for Local Government? Assessing the Benefits and
Barriers to Use of Big Data in the Public Sector.” Policy & Internet 9, no. 1 (2017): 7-27.

McKelvey, Fenwick, and Jill Piebiak. “Porting the Political Campaign: The NationBuilder Platform and
the Global Flows of Political Technology.” New Media ¢ Society 20, no. 3 (2018): 901-918. doi:10.
1177/1461444816675439.

Mislove, Alan, Sune Lehmann, Yong-Yeol Ahn, Jukka-Pekka Onnela, and Niels J. Rosenquist. “Pulse of
the Nation: U.S. Mood throughout the Day Inferred from Twitter.” https://mislove.org/twittermood/.

Moufte, Chantal. The Democratic Paradox. Phronesis. London: Verso, 2000.

OECD. Data-driven Innovation: Big Data for Growth and Well-being. Paris: OECD, 2015. doi: 10.1787/
9789264229358-en.

Ostman, Johan. “Information, Expression, Participation: How Involvement in Usergenerated Content
Relates to Democratic Engagement among Young People.” New Media & Society 14, no. 6 (2012):
1004-1021.

Pecari¢, Mirko. “Can a Group of People be Smarter Than Experts?” The Theory and Practice of
Legislation 5, no. 1 (2017): 5-29.

Pitkin, Hanna F. The Concept of Representation. Berkeley and Los Angeles: University of California
Press, 1967.

Placek, Matthew A. “#Democracy: Social Media Use and Democratic Legitimacy in Central and Eastern
Europe.” Democratization 24, no. 4 (2017): 632-650.

Reckwitz, Andreas. “Medientransformation und Subjekttransformation.” In Unscharfe Grenzen, edited
by Andreas Reckwitz, 159-176. Bielefeld: Transcript Verlag, 2008. doi:10.14361/9783839409176-006.

Reckwitz, Andreas, ed. Unscharfe Grenzen. Bielefeld: Transcript Verlag, 2008.

Rieder, Gernot, and Judith Simon. “Datatrust: Or, the Political Quest for Numerical Evidence and the
Epistemologies of Big Data.” Big Data ¢ Society 3, no. 1 (2016): 1-6.

Rose, Nikolas. “Governing by Numbers: Figuring Out Democracy.” Accounting, Organizations and
Society 16, no. 7 (1991): 673-692.

Ruppert, E. “Seeing Population: Census and Surveillance by Numbers.” In Routledge International
Handbook of Surveillance Studies, edited by K. Ball, K. Haggerty, and D. Lyon, 209-216. London:
Routledge, 2012.

Sabl, Andrew. “The Two Cultures of Democratic Theory: Responsiveness, Democratic Quality, and the
Empirical-normative Divide.” Perspectives on Politics 13, no. 2 (2015): 345-365.


https://doi.org/10.1177/1461444816675439
https://doi.org/10.1177/1461444816675439
https://mislove.org/twittermood/
https://doi.org/10.1787/9789264229358-en
https://doi.org/10.1787/9789264229358-en
https://doi.org/10.14361/9783839409176-006

442 (&) L ULBRICHT

Salganik, Matthew J. Bit by Bit: Social Research in the Digital Age. Princeton: Princeton University Press,
2018.

Saward, Michael. “The Representative Claim.” Contemporary Political Theory 5, no. 3 (2006): 297-318.

Schmidt, Charles W. “Trending Now: Using Social Media to Predict and Track Disease Outbreaks.”
Environmental Health Perspectives 120, no. 1 (2012): A30-A33.

Siapera, Eugenia. “Reclaiming Citizenship in the Post-democratic Condition.” Journal of Citizenship
and Globalisation Studies 1, no. 1 (2017): 24-35.

Streeck, Wolfgang. Buying Time: The Delayed Crisis of Democratic Capitalism. 2nd ed. London: Verso,
2017.

Tactical Tech. “Personal Data: Political Persuasion. Inside the Influence Industry. How it Works.”
Accessed March 30, 2019. https://ourdataourselves.tacticaltech.org/media/Personal-Data-Political-
Persuasion-How-it-works_print-friendly.pdf.

Tambouris, E., A. Macintosh, and @. Sebe, eds. Electronic Participation. ePart 2012: Lecture Notes in
Computer Science 7444. Berlin, Heidelberg: Springer, 2012.

Taylor, Linnet, and Ralph Schroeder. “Is Bigger Better? The Emergence of Big Data as a Tool for
International Development Policy.” GeoJournal 80, no. 4 (2015): 503-518.

The Carter Center. “Syria Conflict Resolution.” https://www.cartercenter.org/peace/conflict_
resolution/syria-conflict-resolution.html.

Turnhout, Esther, Severine van Bommel, and Noelle Aarts. “How Participation Creates Citizens:
Participatory Governance as Performative Practice.” Ecology and Society 15, no. 4 (2010). https://
www.ecologyandsociety.org/voll5/iss4/art26/.

Urbinati, Nadia. Representative Democracy: Principles and Genealogy. Chicago: University of Chicago
Press, 2006. http://www.loc.gov/catdir/enhancements/fy0666/2006002486-b.html.

Urbinati, Nadia. Democracy Disfigured: Opinion, Truth, and the People. Cambridge, MA: Harvard
University Press, 2014. doi:10.4159/harvard.9780674726383.

van Deth, Jan W. “A Conceptual map of Political Participation.” Acta Politica 49, no. 3 (2014): 349-367.

Yazdani, Mehrdad, and Lev Manovich. “Predicting Social Trends from Non-photographic Images on
Twitter.” In 2015 IEEE International Conference on Big Data (Big Data), 1653-60. IEEE, 2015.

Yeung, Karen. “Algorithmic Regulation: A Critical Interrogation.” Regulation & Governance 347, no. 6
(2018): 509.

Zuboff, Shoshana. The Age of Surveillance Capitalism: The Fight for a Human Future at the New
Frontier of Power. New York: PublicAffairs, 2019.


https://ourdataourselves.tacticaltech.org/media/Personal-Data-Political-Persuasion-How-it-works_print-friendly.pdf
https://ourdataourselves.tacticaltech.org/media/Personal-Data-Political-Persuasion-How-it-works_print-friendly.pdf
https://www.cartercenter.org/peace/conflict_resolution/syria-conflict-resolution.html
https://www.cartercenter.org/peace/conflict_resolution/syria-conflict-resolution.html
https://www.ecologyandsociety.org/vol15/iss4/art26/
https://www.ecologyandsociety.org/vol15/iss4/art26/
http://www.loc.gov/catdir/enhancements/fy0666/2006002486-b.html
https://doi.org/10.4159/harvard.9780674726383

	Abstract
	1. Introduction
	2. The political epistemology of demos scraping: promises and limitations
	3. Demos scraping as a democratic practice: responsive or technocratic?
	4. Conclusion
	Notes
	Disclosure statement
	Notes on contributor
	ORCID
	Bibliography



