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Abstract
Algorithms are widely used in our data‐driven media landscape. Many misconceptions have arisen about how these algo‐
rithms work and what they can do. In this study, we conducted a large representative survey (N = 2,106) in the Netherlands
to explore algorithmic misconceptions. Results showed that a significant part of the general population holds (multiple)
misconceptions about algorithms in the media. We found that erroneous beliefs about algorithms are more common
among (1) older people (vs. younger people), (2) lower‐educated people (vs. higher‐educated), and (3) women (vs. men).
In addition, it was found that people who had no specific sources to inform themselves about algorithms, and those relying
on their friends/family for information, were more likely to have algorithmic misconceptions. Conversely, media channels,
school, and having one’s own (online) experiences were found to be sources associated with having fewer algorithmic mis‐
conceptions. Theoretical implications are formulated in the context of algorithmic awareness and the digital divide. Finally,
societal implications are discussed, such as the need for algorithmic literacy initiatives.
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1. Introduction

In our data‐driven media landscape, algorithms play an
increasingly important role in how online users use, navi‐
gate, and consume online information and communica‐
tion (Beer, 2017; Lee, 2018; Ricci, 2015). For instance,
recommendation algorithms allow online platforms and
legacy media alike to make personalized recommenda‐
tions based on people’s profiles; content moderation
algorithms are used to determine the ranking of the
contents that are being shown to us; automated filter‐
ing algorithms allow us to detect instances of misinfor‐
mation, harmful, or unlawful content; etc. Given their
widespread use and impact on people’s media and infor‐

mation consumption, having a proper sense ofwhat algo‐
rithms are and are capable of doing is a necessary condi‐
tion for digital citizenship. However, recent studies have
indicated that a significant part of the population has lim‐
ited knowledge about the algorithms used in online plat‐
forms (e.g., Facebook, Google, etc.), as well as miscon‐
ceptions about how they work (Cotter & Reisdorf, 2020;
e.g., Eslami et al., 2015; Rader & Gray, 2015).

Misconceptions refer to incorrect ideas formed as
a result of unfounded concerns and erroneous beliefs.
These ideas may be due to the increased hype about
the promises of algorithms and machine learning, which
has fueled a variety of false assumptions (de Saint
Laurent, 2018). These misconceptions can raise some
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serious issues, such as a highly polluted public debate
about algorithms (with many loud voices that contribute
to a dystopian view of the future) and missing out
on the full potential of algorithms for societal good
(de Saint Laurent, 2018; Elish & boyd, 2018; First, 2018;
Frank et al., 2017). Maybe even more seriously, mis‐
conceptions about the workings and consequences of
algorithms can contribute to major societal problems,
such as the spread of misinformation and deep fakes,
data‐driven manipulation and re‐enforcing stereotypes,
and inequalities and discrimination (Eubanks, 2017;
Mohamed et al., 2020).

As an integral part of education, misconceptions
must be addressed to avoid anxiety, fatalism, and dis‐
tress about technological developments. Critical to this
effort is knowing the extent to which these misconcep‐
tions have infiltrated our society, as well as from where
they originate. Drawing on the theoretical tenets of algo‐
rithmic awareness, we present findings from a large
representative survey (N = 2,106) in the Netherlands
in which we explore the prevalence of various miscon‐
ceptions about algorithms and their distribution among
demographic groups, as well as mapping out the main
information sources related to these misconceptions.
In a concluding discussion section, we address the soci‐
etal implications of the findings, aswell as the theoretical
contributions to the literature of algorithmic awareness,
algorithmic accountability, and the digital divide. Finally,
we address how to overcome these misconceptions and
empower people to become informed citizens in the age
of information technologies.

2. Literature Review

2.1. Algorithmic Awareness

Algorithms can be described as codified procedures for
transforming vast amounts of input data into the desired
output, based on specified calculations (Gillespie, 2014).
From a technical perspective, algorithms are very com‐
plicated entities and are part of a larger and equally
complex socio‐technical infrastructure (Kitchin, 2017).
In addition, they serve as an important competitive
advantage for many companies (e.g., big tech platforms),
which explains why such companies are very reluctant
to expose their algorithmic codes to the outside world
(Pasquale, 2015). Given this technical complexity and
increased lack of transparency, it is very hard to be
exactly aware of what algorithms are doing (Cotter &
Reisdorf, 2020). Adding to the lack of transparency is
the fact that many algorithmic applications strive to pro‐
vide a seamless user experience, optimizing for invisibil‐
ity and normalization over time. However, despite these
constraints, people can still develop—to some extent—a
conceptual awareness about algorithms and their effects
(Cotter & Reisdorf, 2020; Eslami et al., 2015; Zarouali
et al., 2021). In an online media context, conceptual
awareness would mean that users know that there is a

dynamic system in place that can personalize and cus‐
tomize the information that they see or hear, based on a
corpus of data composed of digital traces (Hargittai et al.,
2020; Zarouali et al., 2021).

To date, only a limited body of research has focused
on people’s algorithmic awareness (Hargittai et al., 2020).
These studies focus on specific mediated contexts, such
as algorithmic curation in socialmedia newsfeeds (Eslami
et al., 2015; Rader & Gray, 2015; Zarouali et al., 2021),
online search (Cotter & Reisdorf, 2020), and news plat‐
forms (Powers, 2017). Although the results of these
studies are not entirely univocal, we can conclude that
the findings so far show that people are characterized
by a lack of awareness of algorithmic content curation
(e.g., Eslami et al., 2015; Powers, 2017). In addition to
this, studies have also shown that there is a strong varia‐
tion in algorithmic awareness among certain parts of the
population (Hargittai et al., 2020; Rader & Gray, 2015).
This has been referred to as the “algorithmic knowledge
gap,” which might contribute to a new digital divide,
and thus merits further investigation (Cotter & Reisdorf,
2020). Therefore, this study aims to provide a more solid
empirical ground by focusing on the prevalence of algo‐
rithmic (mis)conceptions, and discussing these findings
in the light of digital divides.

The importance of providing more solid empirical
insights into algorithmic awareness and algorithmic mis‐
conceptions is also important from the perspective of
algorithmic accountability and the construction of digi‐
tal citizenship. Socialmedia users, as digital citizens, have
an important role in critically scrutinizing algorithms and
the services they are enabling, but also in challenging
or resisting algorithms that conflict with users’ rights
and interests (Hintze et al., 2019). Algorithmic aware‐
ness becomes a precondition for algorithmic accountabil‐
ity. Meijer and Grimmelikhuijsen (2021) describe algo‐
rithmic accountability as “the justification of the orga‐
nizational usage of an algorithm and explanations for
its outcomes to an accountability forum that can ask
questions, pass judgement, and impose consequences”
(p. 60). In order to be able to ask the necessary questions
and hold controllers of algorithms accountable, users
need to possess what Koene et al. (2019) call “algorith‐
mic literacy,” along with the ability to act and exercise
agency. It is not difficult to see how algorithmic mis‐
conceptions and misleading imaginaries inhibit the abil‐
ity of users to exercise critical citizenship and thereby
hold algorithmic power to account. This also explains
why so many public policy measures are directed at
increasing algorithmic awareness through transparency
andmedia literacy initiatives (see European Commission,
2020a; highlighting the importance of algorithmic aware‐
ness to enhancing the ability of individuals to be aware of
their rights and know how to act upon them, see Council
of Europe, 2020, p. 8). Empirical insights into algorith‐
mic misconceptions, therefore, contribute to both the
literature on algorithmic accountability, as well as law
and policymaking.
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2.2. Algorithmic Misconceptions

When it comes to new technologies, history tells us
that their introduction most often goes hand‐in‐hand
with a broad range of projected hopes and fears, which
gives rise to various myths and misconceptions (Natale
& Ballatore, 2020). These misconceptions and myths
should be seen as dynamic constructs that give mean‐
ing and represent an important part of the collective
mentality of (a group of) people (Mosco, 2004). Based
on a thorough literature review in the area of (machine
learning) algorithms, we identified five important mis‐
conceptions. This list might not be exhaustive, but it
does certainly comprise the major misconceptions high‐
lighted in recent academic work (e.g., de Saint Laurent,
2018; Emmert‐Streib et al., 2020; First, 2018; Roffel &
Evans, 2018).

The first major misconception refers to the idea that
algorithms are completely independent from human
influence. Algorithms are designed by humans to auto‐
mate certain tasks in a highly optimized way (i.e., being
much more efficient than humans) (Gillespie, 2014; Lee,
2018). Importantly, the degree of automation in algo‐
rithms can vary: Certain algorithms allow some degree
of human involvement, whereas others take fully auto‐
mated decisions and keep humans completely out of
the loop (Diakopoulos, 2019; Parasuraman et al., 2000).
In reality, many algorithms do not operate fully indepen‐
dently, but are closely monitored by human beings, they
often rely on human‐generated input and data and are
the result of models and metrics developed by humans
(Fry, 2019). That is, they are often used to improve a sys‐
tem’s performance, without necessarily reducing human
involvement (Shneidermanet al., 2018). In addition, algo‐
rithms are constantly being tweaked, tuned, re‐written,
repaired, or deleted; as such, they are not fully indepen‐
dent technical objects (Kitchin, 2014; Seaver, 2018) and
co‐evolve in their interactions with humans.

The secondmisconception is the idea that algorithms
are operating neutrally and objectively, and thus, are
free of bias. Indeed, algorithms “as such” are unbiased
because they are inert and meaningless systems; the
bias occurs when algorithms are paired with (human‐
generated) databases or models that determine their
functioning (Gillespie, 2014). Algorithms can not only
display the biases of those who make and operate
them, but potentially also the values and (commer‐
cial) preferences of the companies that provide them,
or the technical infrastructures in which they operate
(Ananny & Crawford, 2018; Gillespie, 2010). So, in real‐
ity, all operating algorithms can have some kind of bias
(de Saint Laurent, 2018). For instance, subtle human
biases (e.g., ideologies, prejudices, and inequalities) can
slip into the data inputted, the training of the data,
and the algorithmic operation (Amoore & Piotukh, 2015;
Beckett, 2019; van Dijck et al., 2018). On a technical level,
research indicated that biases related to data represen‐
tativeness and sampling can also occur (Eubanks, 2017;

Fry, 2019; Hargittai, 2020). Therefore, algorithmic biases
should be seen as reflections of more fundamental soci‐
etal (and technical) biases (Bucher, 2018).

A third misconception entails that algorithms can
replace the high‐level critical reasoning and human
thought. To illustrate this misconception, take the exam‐
ple of neural networks algorithms. These algorithms can
learn tomake quicker andmore accurate decisions based
on experience: The more examples they are exposed
to, the more accurate they become (Chesney & Citron,
2019; Dack, 2019). That is why people came to believe
that algorithms mimic the decision‐making processes in
our human brains. However, as argued by Emmert‐Streib
et al. (2020), assuming that these algorithmic models
perform just like human brains is not plausible nor real‐
istic. In fact, a major downside of algorithms is rooted
in their inability to make critical decisions, cope with
unanticipated scenarios, make subjective value‐based
judgments, and display creativity (Diakopoulos, 2019;
Shneiderman et al., 2018). Therefore, scholars argue
that algorithms cannot (yet) reason in the same way as
humans (Roffel & Evans, 2018).

A fourth misconception is that algorithms can solve
every problem in society. In the past decade, many peo‐
ple came to believe that every societal problem or diffi‐
culty has a solution based on technology, which has been
referred to as “technological solutionism” (Morozov,
2014). This trend toward finding quick technological fixes
is combinedwith an at times somewhat naive trust in the
infallibility of technology. The reality is farmore nuanced:
Algorithms are usually used for solving very specific
(rule‐based) tasks or problems (Fry, 2019; Roffel & Evans,
2018) as they excel at executing routine, tedious, and
error‐prone tasks highly efficiently, tirelessly, and con‐
sistently (Diakopoulos, 2019; Shneiderman et al., 2018).
Therefore, scholars have cautioned against the idea of
considering algorithms as silver bullets that will solve
everything (Morozov, 2014; Roffel & Evans, 2018). Rather,
they should be seen as tools that have become very effi‐
cient in solving narrow problems.

The fifth misconception is that algorithms will
replace human workers in the media sector. A good
example would be automation in the newsroom: Some
people foresee the elimination of jobs, with human jour‐
nalists being replaced by algorithms. In reality, algo‐
rithms are unlikely to replace journalists, but instead,
are often being used to design efficient and effective
systems that support workflows and reporting (Beckett,
2019; Diakopoulos, 2019). As with other technological
revolutions, it is possible that certain tasks or even pro‐
fessions in the newsroom may become obsolete, but at
the same time, the introduction of algorithmic processes
also introduces entirely new roles and tasks (Ferrer‐Conill
& Tandoc, 2018). Also from the perspective of manage‐
rial staff, editors, and journalists, there is no real immedi‐
ate concern of replaceability in the newsroom; for them,
algorithms represent a supplementary (useful) toolkit
(Schapals & Porlezza, 2020). As this illustration shows,
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algorithms should be seen as tools that can support
rather than replace human decision‐making (Fry, 2019).

2.3. Research Questions

Many of the misconceptions discussed above may have
(deeply) infiltrated our society. On a societal level, this
could lead to some serious concerns, such as a polluted
(and myth‐based) public debate, but also misjudging the
role that humans have, e.g., in the process of spread‐
ing misinformation or contributing to algorithmic biases.
In addition, algorithmic misconceptions can also seri‐
ously undermine the full potential of algorithms in our
society (de Saint Laurent, 2018), since governments and
other institutions might have a misguided lack of trust
(as a result of misconceptions) in the use of algorithmic
solutions for societal problems. On the level of the indi‐
vidual user, one of the biggest concerns is that these
misconceptions might not be universally distributed in
the population, and thus, that they might be overrepre‐
sented in certain (more vulnerable) parts of the popu‐
lation, resulting in new forms of digital exclusion. That
is, unequal skills and knowledge (including misconcep‐
tions) can result in new forms of digital divide, e.g., the
“algorithmic divide” (Carmi & Yates, 2020). In addition,
when (certain groups of) people have numerous miscon‐
ceptions, theymight develop a distorted and ill‐informed
mindset about how algorithms work, which could under‐
mine their ability tomake correct and rational judgments
about the information that algorithms present to them
online and misjudge their own role in the process.

Therefore, this study aims to investigate the preva‐
lence and the main sources of these algorithmic miscon‐
ceptions in the population. Broadly speaking, when it
comes to ICT knowledge and digital literacy skills, many
studies have already acknowledged the importance of
individual differences by looking at demographic char‐
acteristics (e.g., Hargittai, 2010; Schreurs et al., 2017;
van Dijk & van Deursen, 2014). In the context of algo‐
rithms, a recent study found a relationship between
algorithmic knowledge and socioeconomic background,
indicating a worrisome (digital) knowledge inequality
(Cotter & Reisdorf, 2020). Therefore, in this study, we
explore the prevalence and differences in algorithmic
misconceptions among certain demographic groups (age,
gender, and education), as well as investigate whether
these demographic variables can predict algorithmicmis‐
perceptions. In addition, we also aim to look into the
main information sources of algorithmic misperceptions.
In particular, knowing the (perceived) sources of mis‐
conceptions is essential to be able to refute them effec‐
tively (Menz et al., 2021). That is, to overcome the per‐
sistence of algorithmic misconception, we must have an
idea of the main sources associated with these miscon‐
ceptions. Therefore, we explore the main information
sources that people attribute to their misconceptions
and test whether there is a relationship between par‐
ticular sources and the prevalence of algorithmic mis‐

conceptions. Based on this, we suggest the following
research questions: RQ1) How prevalent are algorithmic
misconceptions in the population, and how are they dis‐
tributed among socio‐demographic characteristics (age,
gender, and education)?; RQ2) What are the main infor‐
mation sources that people attribute to their algorith‐
mic (mis)conceptions?; and RQ3) Are these demographic
characteristics (gender, age, and education) and informa‐
tion sources significant predictors of algorithmic miscon‐
ceptions (is there a significant association)?

3. Methods

3.1. Sample

We used data from a larger panel wave study which
was distributed among a representative sample of the
Dutch population. The larger panel study focused on the
societal impact of communication technologies and algo‐
rithms. Representativeness was achieved based on age,
gender, education, and region. The fieldwork was carried
out by a research company. The total sample size was
N = 2,106. To achieve this net sample size, a gross sam‐
ple of 6,000 people was initially contacted, which means
that the overall response rate was 35%. The data collec‐
tion took place from July 19 to August 9, 2019 (21 days).
The respondents had a mean age of 54.18 (SD = 15.59
years), and 48% of them were women. All respondents
successfully completing the survey received an incen‐
tive (bonus points) from the research company. A demo‐
graphic overview of the sample is presented in Table 1.

3.2. Measures

Wemeasured algorithmic misconceptions by presenting
respondents with five true/false statements. To make
these statements less abstract, they were preceded by a
short explanation about algorithms: “The following ques‐
tions are about your awareness of the use of algorithms
in the media (e.g., algorithms that recommend relevant
content to you).” This short introduction was followed
by five statements that we discussed above, in the litera‐
ture review. More precisely, we asked that respondents
“indicate whether you believe the following statements
about algorithms in themedia are true or false,” with the
following items: (1) Algorithms are completely indepen‐
dent, without human influence; (2) algorithms always
operate neutrally and objectively, and thus, are free of
bias; (3) algorithms can solve every problem in society;
(4) algorithms have the same level of critical reasoning
and intelligence as humans; (5) algorithms will replace
humans workers in the media sector. All items were mis‐
conceptions, i.e., responses needed to be “false” to be
correct. Thus, a respondent answering “true” on an item
(which is an incorrect answer), is considered as some‐
one holding that specific misconception. We adopted
this format, in which all correct responses are “false,”
from the study of Taylor and Kowalski (2004). In addition,
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Table 1. Socio‐demographic characteristics of the representative Dutch sample.

Percentage (%) Frequency (N)

Age categories (Mage = 54.18, SDage = 15.59)
18–34 years 14.62 308
35–54 years 33.67 709
55+ years 51.71 1,089

Gender
Female 47.96 1,010
Male 52.04 1,096

Education
Low 30.82 649
Moderate 50.47 1,063
High 18.71 394

Region
North 11.16 235
East 21.37 450
South 24.17 509
West 28.40 598
Three large cities (Amsterdam, Rotterdam, and The Hague) 14.91 314

we also created an aggregated measure for algorithmic
misconceptions (for the purpose of multivariate analy‐
ses). To do this, all incorrect answers were coded with 1,
and summed to compute an index with scores ranging
from 0 to 5. A higher score on this index means that per‐
son holds more algorithmic misconceptions (M = 2.31,
SD = 1.75).

To investigate the information sources of algorithmic
misconceptions, we used a similar approach as Menz
et al. (2021). We asked respondents to indicate what
sources contributed to their acquisition of algorithmic
information. They were given multiple answer options:
(1) own experiences, (2) media (offline and online),
(3) school, (4) friends and/or family, (5) no information
source, (6) other. We manually checked all responses
of the “other,” and many of the responses could easily
be categorized in the five other options, which we did.
Therefore, this category was not included in the analyses.

In terms of socio‐demographic information, we mea‐
sured respondents’ age, gender, education level, and
geographical region. Age was measured on a continu‐
ous level (for the multivariate analyses) and was also re‐
coded into a categorical variable consisting of three age
groups. Gender was measured based on two response
choices: female and male. Education was measured
based on a detailed list of seven categories (tailored
to the Dutch education system). This categorization can
be re‐coded into three education levels: low (no educa‐
tion or primary education), moderate (secondary educa‐
tion), and high (post‐secondary and higher education).
The variable region was based on Nielsen’s regional divi‐
sion of the Netherlands, which is the gold standard in
market research. We provide the (sample) descriptives
of this variable, but we do not include them in the statis‐
tical analyses.

4. Results

4.1. Prevalence and Distribution of Algorithmic
Misconceptions (RQ1)

Table 2 presents the general prevalence of all five algo‐
rithmic misconceptions among all respondents (first
row), as well as a more narrowed overview of the
prevalence in specific demographic groups. The num‐
bers in the table refer to the percentage of people that
gave an incorrect answer on a misconception item (see
measures), which means the proportion of respondents
holding that misconception. Looking at the first row,
i.e., the general prevalence numbers, we see that the
first, second, fourth, and fifth misperception are sup‐
ported by more than half of the respondents. The pro‐
portion related to the third misperception is slightly
lower (43.64%). In particular, misconception five, i.e.,
that algorithms will replace human workers, is the most
widespread among the respondents (63.96%). In terms
of age groups, Table 1 illustrates that age is signifi‐
cantly associated with the prevalence of all algorith‐
mic misconceptions (see 𝜒2 tests), except for miscon‐
ception five. The Z‐tests (indicated by means of super‐
scripts) provide a more detailed overview, specifying
which proportions differ from each other. Based on
these tests, we see that older age groups have more
algorithmic misconceptions than younger respondents.
Gender was also found to be consistently associated
with the prevalence of all misconceptions. More pre‐
cisely, a higher proportion of women held algorithmic
misconceptions than men. Finally, education level was
also significantly associated with the extent to which
people hold all five algorithmic misconceptions. That is,
lower‐educated respondents were more likely to have
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Table 2. Percentage of people giving an incorrect answer on the misconception items.

MC1 MC2 MC3 MC4 MC5

Total sample (%) 53.66 52.85 43.64 54.23 63.96
Age categories (%)

18–34 years 44.81a 42.21a 39.61a 46.43a 60.06a
35–54 years 49.51a 43.86a 37.52a 48.52a 63.05a
55+ years 58.86b 61.71b 48.76b 60.15b 65.66a
𝜒2‐test 26.48*** 71.64*** 24.45*** 32.23*** 3.64 (ns)

Gender (%)
Male 50.27a 45.89a 35.31a 49.18a 60.04a
Female 57.33b 60.40b 52.67b 59.70b 68.22b
𝜒2‐test 10.16** 44.36*** 64.43*** 23.45*** 15.26***

Education (%)
Low 63.02a 67.64a 58.86a 65.02a 70.72a
Moderate 51.36b 51.83b 42.62b 53.25b 63.78b
High 44.42c 31.22c 21.32c 39.09c 53.30c
𝜒2‐test 38.66*** 131.42*** 141.39*** 67.28*** 32.32***

Notes: For each variable, proportions in the same columnwith different superscripts (a, b, c) differ significantly at least at p < 0.05 (z‐test).
*** p < 0.001, ** p < 0.01, * p < 0.05. MC1: Algorithms are completely independent, without human influence. MC2: Algorithms always
operate neutrally and objectively, and thus, are free of bias. MC3: Algorithms can solve every problem in society. MC4: Algorithms have
the same level of critical reasoning and intelligence as humans. MC5: Algorithms will replace humans workers in the media sector.

algorithmic misconceptions compared to moderately
and higher‐educated respondents.

4.2. Information Sources of Algorithmic
Misconceptions (RQ2)

Table 3 gives a summary of the main information
sources of respondents holding algorithmic misconcep‐
tions. In this table, we used the algorithmic misconcep‐
tion measure, the index ranging from 0 to 5, indicating
the number ofmisconceptions held (with 5meaning that
people hold all five misconceptions; and 0, none). Based
on this table, we conclude that respondents with more
misconceptions tend to rely less on their ownexperience,
media, and school as sources of information. Conversely,
they more commonly rely on friends and/or family as
information sources, and are particularly likely to have
no information source at all (up to 74.48%). These results
suggest that one’s own experiences, media, and school
are associated with having fewer algorithmic misconcep‐

tions, whereas having friends/family as sources or having
no information source at all are associated with having
more algorithmic misperceptions.

4.3. Predictors of Algorithmic Misconceptions (RQ3)

Multiple regression analysis was performed to explore
which variables predict algorithmic misconceptions
among respondents. The regression model is presented
in Table 4. Age was found to be a significant predic‐
tor of algorithmic misconceptions: The older people
get, the more algorithmic misperceptions they have
(𝛽 = 0.09, p < 0.001). Gender was revealed as a posi‐
tive predictor of misconceptions, with women have sig‐
nificantly more algorithmic misperceptions than men
(𝛽 = 0.11, p < 0.001). For education, the regression analy‐
sis revealed that respondents with moderate (𝛽 = −0.08,
p < 0.01) and high education (𝛽 = −0.15, p < 0.001) lev‐
els have significantly fewer algorithmic misconceptions
than respondents with a low education level. Altogether,

Table 3. Information sources in function of people’s algorithmic misconception index score.

Algorithmic misconception index score

0 1 2 3 4 5

Own experiences (%) 55.30a 56.80a 45.61b 43.77b 28.09c 10.48d
Media (%) 51.89a 55.20a 55.37a 45.45b 32.34c 12.38d
School (%) 9.09a 9.87a 8.78a 6.06a,b 2.55b 1.52b
Friends and/or family (%) 10.29a 16.77b 18.30b 22.44b 21.21b 23.73b
No information source (%) 20.45a 16.53a 20.73a 27.61b 43.83c 74.48d

Notes: Proportions in the same row with different superscripts (a, b, c, d) differ significantly at least at p < 0.05 (z‐test).
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Table 4. The predictors of algorithmic misconceptions.

B SE 𝛽 t‐value Sig.

Constant 1.77 0.21 8.42 ***
Block 1: Demographics
Age 0.01 0.01 0.09 4.60 ***
Gender 0.37 0.07 0.11 5.48 ***
Moderate education −0.26 0.08 −0.08 −3.34 **
High education −0.66 0.10 −0.15 −6.41 ***

R2 (%) 0.110 ***

Block 2: Information sources
Own experiences −0.44 0.09 −0.12 −5.06 ***
Media −0.32 0.09 −0.09 −3.59 ***
School −0.12 0.14 −0.02 −0.83 ns
Friends and/or family 0.18 0.09 0.04 1.97 *
No information source 0.91 0.11 0.25 8.20 ***

Incremental R2 0.135 ***

Total R2 (%) 0.245 ***
Notes: *** p < 0.001, ** p < 0.01, * p < 0.05. Reference category for gender is “male”; reference category for education is “low education.”

these demographic variables explained 11% of the vari‐
ance. In the second block, we included the information
sources. On the one hand, we see that a person’s own
experience (𝛽 = −0.12, p < 0.001) and media (𝛽 = −0.09,
p < 0.001) are both sources that are negatively associ‐
ated with having algorithmic misconceptions. On the
other, friends/family (𝛽 = 0.04, p < 0.05) and no informa‐
tion source (𝛽 = 0.25, p < 0.001) were positively linked
to algorithmic misconceptions. Information from school
was not significantly linked to algorithmic misconcep‐
tions (𝛽 = −0.02, ns).

5. Discussion

This study showed that misconceptions about algo‐
rithms in the media are highly prevalent among the
general population in the Netherlands (see Table 2).
This prevalence is significantly more pronounced among
very specific socio‐demographic groups. Results showed
that age, education, and gender were significant pre‐
dictors of algorithmic misperceptions. More precisely,
we found that erroneous representations about media
algorithms are more common among (1) older peo‐
ple (vs. younger people), (2) lower‐educated people
(vs. higher‐educated), and (3) women (vs. men). In addi‐
tion, this study also explored the information sources
that might contribute to these algorithmic mispercep‐
tions. It was found that people who have no information
sources about algorithms, and those who rely on their
friends and family for such information, were more likely
to have algorithmic misconceptions. On the other hand,
media, school, and people’s own experience were found
to be sources associated with having fewer algorithmic
misconceptions, suggesting that these three are impor‐
tant sources to convey correct and accurate information

about algorithms to the general public. All in all, these
results tend to suggest that there is a clear variation
in algorithmic misconceptions in society (with a higher
prevalence among certain vulnerable parts of the popu‐
lation), which might contribute to new digital divides or
inequalities (Cotter & Reisdorf, 2020).

These findings have important contributions to the
literature of algorithmic awareness, and the digital
divide. As mentioned earlier, the literature on algorith‐
mic awareness is characterized by: 1) a limited body
of research; 2) findings that are not entirely conclu‐
sive; 3) studies that—almost—exclusively focused on
algorithms in specific mediated contexts (e.g., social
media algorithms, news algorithms, search algorithms).
The contribution of this study is that it focused on
people’s (mis)conceptions about algorithms on a more
general level (without context‐specificity) and that it
presents insights that might indicate a significant lack
of algorithmic awareness among the general popula‐
tion (particularly among certain vulnerable demographic
groups). This point then brings us to the second impor‐
tant contribution, i.e., to the digital divide literature.
The current findings raise the issue of whether algo‐
rithms are expanding digital divides, rather than closing
them. It is important that people all have equal skills
and knowledge to benefit fromalgorithmic systems (or at
least, have equal opportunities to develop such skills and
knowledge); if not, this may create what has been called
“algorithmic divides” (Carmi & Yates, 2020). This divide
manifests itself in parts of the population having a clear
idea on how to benefit most of algorithmic technolo‐
gies (e.g., young, high‐educated individuals), whereas
other parts of the population, including more vulnerable
groups, might be excluded from the advantages of these
technologies (e.g., older, low‐educated individuals) and
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fail to understand the role of algorithms in the media or
the role that humans can play in algorithmic processes.
As this studymade clear differences inmisconception vis‐
ible, we hope that our findings raise awareness of algo‐
rithmic misconception as a factor that can contribute to
digital exclusion and divides.

Finally, the findings from our study also entail
some important contribution to both the literature and
the practice of algorithmic accountability. According to
recent findings, the Netherlands supposedly belongs to
the leading group of EU countries when it comes to
digital literacy (highest proportion of residents skilled
in using tech; Eurostat, 2020; “The Netherlands ranks,”
2020). It is therefore disturbing to see that even in
a country with a relatively high level of digital liter‐
acy a rather significant part of the population holds
algorithmic misconceptions. Recently, the European
Commission set out a path to boosting the investment
in, and widespread implementation of AI and algorithms
(European Commission, 2020b). Europe is on its way to
becoming an algorithmic society—a society shaped by
the interplay of humans and the coding and processing
of information through algorithms, and that increasingly
depends on data‐driven processes and decision‐making
systems. The main questions then are: (1) Will citizens
be able to ask the right critical questions about the role
and functioning of digital technology?, (2) does the pop‐
ulation possess the necessary level of literacy to benefit
from these systems?, and (3) are users sufficiently pre‐
pared to recognized and protect themselves from possi‐
ble negative consequences of these technologies? A soci‐
ety in which a significant share of users hold (serious)
misconceptions about the potential andworkings of algo‐
rithms is hardly able to engage critically with algorithmic
solutions. Such a societymight not be prepared to decide
where and how (not) to use algorithms and may be
unable to understand their own role in algorithmic pro‐
cesses or to compel those who wield algorithmic power
to respect their fundamental rights and public values.
The lack of critical digital citizenship, again, can become a
potential source of societal problems, such as the spread
of misinformation and deep fakes, data‐drivenmanipula‐
tion and re‐enforcing stereotypes, and inequalities and
discrimination (Eubanks, 2017; Mohamed et al., 2020).
Our study raises a number of critical follow‐up ques‐
tions, for example regarding the literature on algorithmic
transparency and accountability. Transparency is often
discussed as a tool to overcome the information asym‐
metries between users, governments, and corporations,
but is it also the role of transparency to correct miscon‐
ceptions? Or would this require different interventions?
To what extent can transparency enhancing measures
even contribute to the creation of misconceptions? Can
consent to data processing be considered “informed” in
the sense of the GDPR if it based on misconceptions?
What additional regulatory, policy, and organizational
safeguards are needed to empower users to be able
to hold algorithmic power to account? But also, where

are the limits to “accountability by user empowerment”
if users are not able to make fully informed decisions
because these are based on misconceptions?

Our study also underlines the urgency of digital lit‐
eracy education programs and more attention to the
role of algorithms in the media. In such literacy initia‐
tives, it is important to balance the need to equip citi‐
zens with protective strategies to face the harmful conse‐
quences of online algorithms, but at the same time, also
to focus on empowering them with a nuanced appreci‐
ation of what algorithms are—and what they are not—
and theways inwhich algorithmsmay benefit individuals
and society (Hobbs, 2020). These initiatives can be imple‐
mented within education programs at school or offered
via mediated channels—two sources that we found to
be particularly influential in debunking algorithmic mis‐
conceptions. It is also important to pay particular atten‐
tion to vulnerable groups that are much harder to reach
via schools and media, such as older age groups and
lower‐educated people. For these groups, a more tai‐
lored approach might be needed. Related to this, the
results of this study seem to alignwith the argument that
we should be wary of labelling young people as “digital
natives” (Kirschner & De Bruyckere, 2017; Kirschner &
van Merriënboer, 2013). Although the younger respon‐
dents in this study had lower levels of algorithmic mis‐
conceptions compared to older age groups, we can still
conclude that these misconceptions are present among
a considerable share of young adults. Based on these
insights, labelling them as digital natives might obscure
their need for support in developing the necessary skills
to correctly understand algorithmic processes in the
media. Therefore, future discussions about educational
policy and practice should not be embedded in a mind‐
set that considers young people—by default—as well‐
versed in algorithmic technology (i.e., digital natives), but
rather from the perspective that further education and
training is needed to teach them about the uses and con‐
sequences of algorithms.

Finally, we alsowant to address some limitations that
could inspire future research. First, this research is based
on a very exploratory and descriptive analysis of algorith‐
mic misconceptions. We, therefore, encourage scholars
to examine this topic in more depth, with the current
study serving as a starting point. There are still many
questions that remain unanswered, such as: What are
the root causes of these misconceptions? Is the preva‐
lence of algorithmic misconceptions in other countries
comparable? Are these misconceptions caused by high
levels of trust in the capabilities of algorithms (technolog‐
ical solutionism), or by a lack of critical thinking? What
are the consequences of these misconceptions for the
willingness to use or trust digital technology? A second
limitation relates to the misconceptions selected in this
study. They were chosen because of their importance
and prominence in the literature. But, our list of mis‐
conceptions is by no means exhaustive, meaning that
there can be still other algorithmicmisconceptions in our
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society. Therefore, we encourage scholars to capture the
full breadth of misperceptions. This will help to get a bet‐
ter image of algorithmic awareness of citizens. A third
limitation relates to the unpredictability of future algo‐
rithmic developments. That is, the algorithmic miscon‐
ceptions discussed in this study might not necessarily be
misconceptions in the future. For instance: Algorithms
are not—significantly—replacing media workers at this
point, but it would not be unreasonable to expect that
in some far‐distant future, humans might be replaced by
efficient algorithms in certainmedia sectors. So, whether
these misconceptions will eventually stand the test of
time, remains to be seen and so keeping track of how
these misconceptions develop through time would pro‐
vide an interesting avenue for future research. Finally,
this study did not measure variables related to familiar‐
ity with technology and digital media. It would therefore
be interesting to investigate how these misconceptions
relate to technological savviness and digital literacy and
to explore how important these factors are in forming
algorithmic misconceptions.
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