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Abstract

This article reflects on the discursive representation, legal, and practical challenges of locating, classifying, and publishing
citizens’ views of the EU in digital media discourse. We start with the discursive representation challenge of locating and
identifying citizens’ voices in social and news media discourse. The second set of challenges pertains to the legal, regula-
tory framework guiding research ethics on personal data but also cuts across the academic debate on what constitutes
“public” discourse in the digital public sphere. The third set of challenges are practical but of no less consequence. Here
we bring in the issue of marketisation of the public sphere and of the digital commons, and how these processes affect the
ethics but also the feasibility and reliability of digital public sphere analysis. Thereby we illustrate that barriers to content
analysis can make data collection practically challenging, feeding dilemmas with data reliability and research ethics. These
methodological and empirical challenges are illustrated and unpacked with examples from the Benchmark project, which
analysed the extent to which citizens drive EU contestation on social and digital news media. Our study focuses on UK
public discourse on a possible European Economic Area solution, and the reactions such discourse may have triggered in
two EU-associated countries, Norway and Switzerland, in the post-Brexit referendum period 2016—-2019. We thus take a
broad European perspective of EU contestation that is not strictly confined within the EU public sphere(s). The case study
illustrates the research process and the emerging empirical challenges and concludes with reflections and practical sug-
gestions for future research projects.
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1. Introduction

Capturing citizen-driven contestation of the EU has
always been a challenge in European public sphere
research, not least because the very existence of a
European public sphere has been the subject of scholarly
dispute for nearly three decades (Baisnée, 2007; Risse &
van de Steeg, 2003; Scharpf, 1994). Even when accepting
a European public sphere exists on the basis of some min-
imum standards, the voice of citizens is difficult to cap-
ture due to the practical, legal, and methodological chal-

lenges that public discourse (or claims) analysis entails, in
general, and in the more specific context of digital com-
munications (Michailidou & Trenz, 2013). At first glance,
some of these challenges might not seem like challenges
at all. And while they are not likely to be insurmountable,
we follow the editors’ call in this thematic issue to report
honestly and self-critically on the challenges we have
met and how they have affected our research design and
research practice (de Wilde et al., 2022). We do so by
reflecting on the whole research process of a specific
project in order to illustrate and suggest some solutions
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to issues such as data collection, data processing, and
data dissemination.

The Benchmark project analyses the extent to which
EU contestation in the digital media sphere in the period
2016-2019 was driven by citizens. We chose to focus on
digital media, specifically social media and online news
media, for the following reasons: Legacy media (news
media from the pre-digital era), such as newspapers, are
traditionally channels for opinion formation and, as such,
have also been the focus of research on EU politicisa-
tion, public legitimacy, and contestation (Boomgaarden
etal., 2013; de Wilde, 2019; de Wilde et al., 2013; Galpin
& Trenz, 2019; Gattermann & de Vreese, 2020; Schuck
et al., 2011). Furthermore, in recent years, research
into citizens’ EU contestation and media discourses has
increasingly highlighted the importance of social media
platforms as alternative news sources, in which politi-
cally relevant discourses are constructed (e.g., Barisione
& Michailidou, 2017). While digital media have widely
been hailed as potentially enhancing active citizen
empowerment, this article reflects on some of the chal-
lenges that researchers might encounter and need to be
aware of when empirically analysing citizens’ discourses
in the digital media sphere. The multiple discursive repre-
sentations, legal, and practical challenges media scholars
are confronted with when analysing citizens’ views of the
EU in digital media discourse are the subject of continu-
ous academic scrutiny, as the light-speed digital public
sphere constantly changes. We examine these three dis-
tinct yetinterrelated challenges by drawing on our empir-
ical research into Brexit contestation as this unfolded in
professional (online) news media and on the social media
platform Twitter.

The first challenge, the discursive representation
challenge, relates to the difficulty of locating and identi-
fying citizens’ voices in social and news media discourse.
In the era of “post-truth politics,” we know there are
“fake” social media and user profiles that spread fake
news. We also know there are well-intentioned individ-
uals whose claims may be distorted or that they them-
selves may share unverified information. When trying
to understand the ways in which the legitimacy of the
EU is contested in the public sphere, is it necessary to
have the technical skills to be able to distinguish claims
that are fake or distorted? This is not only a technical
challenge but also one that affects the essence of the
EU legitimacy discourse. To what extent is the distinc-
tion between “true” and “fake” relevant for our analy-
sis of EU public legitimation? Another challenge stems
from the issue of the representativity of online discourse.
Despite their democratising promise, social media plat-
forms have not quite levelled the playing field between
traditional opinion leaders (politicians, journalists, public
intellectuals) and the average citizen. Instead, they have
contributed to the amplification of these traditional pub-
lic sphere voices, whereby public opinion influencers cap-
italise on their political or celebrity status to command
the attention of millions in the digital public sphere. Yet

this type of influence depends on its heavy monetisation
for survival, constituting a digital version of consumer
democracy (Murdock, 2017), as opposed to the more
empowered concept of the consumer-producer of news,
or “produser” (Bruns & Highfield, 2012). As the digital
divides of the early internet days intensify, we further
observe that, despite the promise that social media ini-
tially held of a low threshold for participation in pub-
lic discourse, younger cohorts are tending to opt-out of
participation or self-censor, in order to avoid the hostile,
often abusive, environment of digital debate on social
media (Kruse et al., 2018). In any case, after the opti-
mism of the digital public sphere’s early days (e.g., Trenz,
2009), it is difficult to argue today that social media have
brought the end of public sphere elites. This then creates
considerable challenges of representativeness and relia-
bility with media analysis when trying to gain insight into
the extent of citizen engagement in EU contestation in
digital news media.

The second set of challenges pertains to the legal
and regulatory framework surrounding research ethics
and personal data issues. Here we focus specifically on
the requirements for general data protection regulation
(GDPR) and national guidelines for managing research
data. Today’s empiricists need to make specific data pro-
tection provisions to get approval for analysing digital
data texts, not only those harvested from social media
but also newspapers. We then reflect on the implica-
tions these requirements have for our research. Can they,
for example, impose limitations that could undermine
the reliability of the findings? Could they even limit the
ability to conduct this type of analysis at all? Moreover,
what are the implications for tight research schedules
and project budgets?

Finally, yet just as importantly, we consider the prac-
tical challenges connected to collecting data for con-
tent analysis. In an age of increasing emphasis on free
software, free culture, and public domain works, as
well as open data and open access to science on the
one hand, and intensive marketisation and commercial
exploitation of digital spaces, digitally disseminated con-
tent, and user metadata on the other hand (Couldry
& Hepp, 2017), digital data can be more difficult to
access than one would expect. Online newspaper arti-
cles are, for example, increasingly hidden behind pay-
walls. While once a media researcher could simply access
newspaper archives and download articles for text analy-
sis, restricted accessibility entails additional permissions,
requires new qualifications and greater technical ability
for the data collection, and incurs additional research
costs. Thus, while there is a huge amount of data “out
there,” media researchers need to have the funds and
skillsets to access it.

The structure of the article is as follows. In Section 2,
we review the current state of the art literature on these
issues. Section 3 then reflects critically on our own expe-
riences conducting mixed-method, multi-lingual empir-
ical digital media and text analysis. We draw from
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our experience gained during the Benchmark project
(2018-2021). Based on our insight from the research
process and findings, we finish with a discussion
before concluding.

2. The Challenges of Digital Media Analysis
2.1. The Discursive Representation Challenge

The multiple aspects of political life—the information
about it, the debate concerning it, and the channels for
influencing it—are increasingly found online (Karlsson,
2021, p. 237). The impact of information technology on
citizen participation in public debate and political pro-
cesses is well documented and has given rise to concepts
such as “digital democracy” (Asenbaum, 2019), “online
civic commons” (Gastil & Richards, 2016), and “digital
public sphere” (Schafer, 2015), to name but a few.

Despite the democratic optimism that several of
these conceptual and empirical approaches of the digi-
tal public sphere hold, the challenges that digitalisation
entails for the democratic public sphere are also high-
lighted and described in detail, especially in recent years,
as extremism and misinformation have further amplified
disparities in participation and discursive representation
(e.g., Barisione & Michailidou, 2017; Vaccari & Valeriani,
2021). Kruse et al. (2018) have shown that social media
users often avoid political discourse online for fear of
harassment, preferring interactions with those holding
similar political views, or wanting to keep social media
a place for positive interactions.

Another challenge relates to the hierarchical form of
interaction. As Young (2002, p. 171) already pointed out
almost two decades ago, “in societies with social and
economic inequalities, when there is a public sphere, it
tends to be dominated, both in action and ideas, by more
privileged groups.” As also discussed in the introduc-
tory article of this thematic issue, certain social media
platforms, such as Twitter, while undoubtedly enabling
and easing citizens’ access to political discourse, have
also entrenched this asymmetrical power through dom-
inance (in terms of the disproportionate visibility and
influence) of tweets generated by public actors who
already enjoy power in the public sphere (Dagoula, 2019,
p. 230; Fuchs, 2014, p. 191). Researchers must then ask
themselves, how can (social) media researchers treat
online political discourses as representative articulations
of citizens’ political opinions if our data is so skewed?
Thus, there is a significant caveat when using “big data,”
as it can bias the picture of whose voices, opinions, and
behaviour are represented in public discourse. More crit-
ical awareness and honesty are needed of the potential
sampling biases and lack of representativeness that stem
from basing data collection on digital media platforms
(see Hargittai, 2020; lliadis & Russo, 2016).

Another issue of the authenticity of online discourse
is that social media platforms have become more than
just spaces for users to interact. In recent years, digital

news consumption has seen a steady increase. However,
concern for misinformation is deep across the demo-
cratic world, with governments, journalist organisations,
and civil society actors driving multiple efforts (often
based on transnational collaboration) to safeguard the
integrity of the democratic public sphere from mis-,
dis-, and malinformation (see, for instance, European
Commission, 2020; or https://www.faktisk.no, an initia-
tive by Norwegian journalists).

We summarise these issues under the term “dis-
cursive representation” challenge. Discursive represen-
tation is understood here as: (a) whose voice is visi-
ble in the public sphere, generally, and in public dis-
courses pertaining to the EU’s legitimacy more specifi-
cally; and (b) in whose name these actors/voices speak.
The way we deploy the term “discursive representation”
then is along the lines of Michailidou and Trenz’s (2013)
take on “audience democracy” rather than Dryzek and
Niemeyer’s (2008) narrower definition of “discursive rep-
resentation.” We return to these discursive represen-
tation challenges in Section 3, where we discuss the
multi-text source strategy we deployed in the Benchmark
project to limit the effect of these quandaries on our ana-
lysis of post-Brexit referendum debate regarding a possi-
ble European Economic Area-like solution for the UK.

2.2. Legal Challenge

Research ethics are a key aspect of social science, and
digital media—especially social media—research has put
issues of ethical data collection, data storage, and user
consent into sharper focus. Given this vast, expanding
area of research, scholars need to acquire new skills
to explore and analyse their findings and situate them
into their appropriate contexts, but they also need to
be able to make appropriate ethical considerations for
their research (Quan-Haase & Sloan, 2017). While new
technologies enable novel and innovative approaches
to research, they also create unique challenges for the
responsible use of this data.

In the early days of social media research, the
openness of social media platforms might have given
the impression that social media data was “public and
therefore did not require the same level of ethical
scrutiny than more standard data, resulting in that pub-
lished papers could include complete tweets and user-
names without informed user consent” (Beninger, 2017).
The issue of informed consent is now a common prob-
lem in contemporary “big data” projects. GDPR rights
apply to all persons whose data is processed throughout
the course of a research project. GDPR rules pose prac-
tical challenges regarding user consent when there are
potentially hundreds and thousands of individuals who
would have to be contacted with consent forms. At the
same time, users may operate in public spaces but expect
respect for their privacy. In a survey, Williams et al.
(2017) found that four in five social media users expect
to be asked for their consent to their data being used by
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researchers. However, how can this practically be done
with potentially thousands and, in some cases, millions
of data points? Put simply by boyd and Crawford (2012,
p. 672), “it may be unreasonable to ask researchers to
obtain consent from every person who posts a tweet, but
it is problematic for researchers to justify their actions as
ethical simply because the data are accessible.” The ques-
tion confronting social media researchers thus is, just
because it is possible, does that make it legal? And just
because it is legal, does that make it ethical? The eth-
ical guidelines provided by the Association of Internet
Researchers (franzke et al. 2020, p. 10) point to some
risk mitigation strategies available to researchers: at the
stage of data collection (through first-degree informed
consent), data storage (anonymisation), or at the dis-
semination stage (consent of a smaller selection of spe-
cific subjects).

Another challenge stems from the fact that GDPR
rules apply in all EU countries, yet the guidelines can
be interpreted differently not just across countries
but within countries by different research ethics bod-
ies. When conducting research across institutional and
national boundaries, which rules should be followed if
they are different? Those of the institutions conduct-
ing the research, or those from which data is collected?
Given these complexities surrounding legal and ethical
challenges of digital media analysis, grant funders (such
as the Research Council of Norway or the European
Research Council and the European Commission) have
improved their guidelines. Now, detailed data manage-
ment protocols are required as part of the funding pro-
cess, and the responsibility for compliance with GDPR
and national regulations now lies with the leading insti-
tution of transnational projects. This provides some clar-
ity, at least, in terms of which sets of national guidelines
take precedence in multi-partner research projects, but
it does not completely resolve the complexities that arise
in practical terms, as we discuss in the following sections.

2.3. Practical/Technical Challenge

Another set of complex challenges lie in the practical
execution of gauging citizen participation through digi-
tal media analysis. These are related to the detailed ele-
ments and steps of the research design, from data col-
lection, data storage, to data analysis. Despite digital
media analysis increasingly being used in the social sci-
ences, it can be a struggle to find the “right way” to
go about it. Without a clear approach to follow, social
media research particularly can be a difficult experience
for scholars embarking on work in this field (Baldwin
et al, in press, p. 2). Yet, it is precisely this absence of
a uniform or standardised methodological approach that
affords relative freedom for researchers to explore differ-
ent research designs and techniques. Therefore, we do
not wish to argue in favour of a standardised methodol-
ogy for digital sociological research. What we do wish to
highlight here—and where we believe is a need for con-

sensus, if not standardisation—is the need for continu-
ous sharing and discussion of the unique practical and
technical reality that shapes methodological decisions
in digital public sphere research. Today, a major obsta-
cle to conducting digital media analysis is one of access-
ing data. While it used to be straightforward to down-
load large amounts of social media data from Twitter
or Facebook, or to download online news articles, this
is no longer possible (Tromble, 2021). Most news con-
tent is now behind paywalls, and social media platforms
such as Twitter have restricted or removed access to their
historical archives whilst also implementing an often-
aggressive monetisation strategy toward the metadata
their users generate.

This brings the related challenge of researchers need-
ing to be (or to collaborate with someone who is) profi-
cient in computational social science methods, such as
data scraping, data preparation for analysis, and data
manipulation (Mayr & Weller, 2016). Moreover, cho-
sen data collection approaches must comply with data
protection rules and regulations. In the case of the
EU/European public sphere, the challenge of technical
competence in big data collection and analysis is com-
pounded by the multi-lingual environment from which
researchers need to draw their data.

3. Addressing the Challenges: The Case of the
Benchmark Project

The Benchmark project was financed by the Research
Council of Norway’s initiative “Europe in Transition”
(EUROPA), for the period 1 November 2018-31 October
2021, and was a sub-project of the EU-funded EURODIV
(“Integration and Division: Towards a Segmented
Europe?”) project. The project involved a cross-
interdisciplinary network of researchers coordinated by
the ARENA Centre for European Studies at the University
of Oslo (UiO). The central research question was whether
Brexit affects the relationship between EU members and
non-member democracies, and if so, how? Benchmark
takes a discursive approach toward the empirical ana-
lysis of official documents, parliamentary and media
debates, as well as Twitter posts (tweets) to trace public
claims about the implications of different EU relation-
ships. The concepts of democracy, legitimacy, and justice
are at the core of this inquiry.

The data, being both structured (news articles) and
semi- or unstructured texts (speeches, tweets) in four
languages (English, French, German, and Norwegian),
and collected from UK, Norwegian, and Swiss sources,
was analysed through quantitative and qualitative meth-
ods (Table 1).

All collected news and parliamentary texts were
uploaded and stored in an ElasticSearch database,
purpose-designed for the needs of the Benchmark
project by UiO’s Centre for Information Technology (USIT)
team. For the Twitter component, we used data col-
lected in the period August 2015—September 2016, using
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Table 1. Data sources.

Country Newspapers Parliaments Total
Hansard-House  Hansard-House Parliamentary
UK Guardian Daily Mail of Lords of Commons committees 87,254
24,900 58,730 295 24 3,305
Norway Aftenposten VG Stortinget 1,854
1,060 691 103
Switzerland 20 Minuten/20 minutes  Tagesanzeiger  Nationalrat/Conseil national 1,347

312 1,035

24

hashtagify.me to track and collect tweets marked with
the hashtag #Brexit and associated hashtags (tweets
were collected through Twitter’s REST API, with the
parameter “all tweets” selected to avoid data bias
towards big influencers or any sampling biases/errors).
The monitoring period lasted 151 days and resulted in
over 5.3 million tweets being collected through Twitter’s
public API, including original messages and retweets.
The #Brexit hashtag was analysed for sentiment, visibil-
ity, and impressions (calculated on the basis of retweets
and mentions within the whole #Brexit network; see
Cybranding, 2021).

3.1. The Discursive Representation Challenge: Reflexive
Qualitative Analysis of News and Parliamentary Debates
With Nvivo

To get a more complete picture of the potential impact
of citizens’ participation in political contestation, we
included more traditional sources of public discourse in
our dataset to gauge the visibility of citizen-generated
inputs or views in the professional public spheres of news
media and parliaments. We created seven code cate-
gories, each containing up to 90 words associated with
the code (see Table 2 for an overview of codes). An eighth
binary code (positive/negative) was also included to
capture overall sentiment within each text (not of the
specific claims at this stage). We generated the code-
book through concept mapping of relevant texts com-
piled in the Stanford Encyclopedia of Philosophy, as
well as adjusting the semantic analysis system and
tagset developed by the University of Lancaster (see
http://ucrel.lancs.ac.uk/usas).

A claim needs to have an actor “making” it.
In other words, narratives about alternative Brexit sce-
narios involving EEA (European Economic Area), CETA
(Comprehensive Economic and Trade Agreement), EFTA
(European Free Trade Association), or Norway+ type of

Table 2. Overview of codes.

agreements with the UK have to be “performed” in the
public sphere to contribute to public opinion formation.
In our operationalisation, a single actor can only make
one claim in any given time and space. Moreover, an
actor may transmit their opinion directly by saying it or
indirectly if their opinion is featured by the writer of
the text. The territorial level (national, EU, international,
third country, etc.) that the actor is acting upon (particu-
larly applicable to politicians) was recorded in our coding
scheme (using annotations to specify territorial level if an
actor is not operating at the “national” level).

The purpose of the qualitative claims-making pro-
cessing of our data was to provide nuanced analysis
regarding preferred public narratives on alternative sce-
narios for Brexit and a basis upon which to compare such
narratives. We were thus interested not only in a compar-
ison by countries and sources (which could be achieved
by the quantitative analysis alone) but in justifications
(claims) used by different types of actors who expressed
their (dis)approval of Norway or Switzerland-type post-
Brexit models based on abstract concepts (standards).

The coding process focused in the first instance on
the content of tweets only. User metadata was analysed
through hashtagify.me to obtain a list of top influencers
within the #Brexit Twittersphere. The coding schedule
involved four codes for justice tweets and four for exper-
tise tweets (Table 3), which were based on the public
claims structure described earlier. The code “Reference”
was used to classify “residue” tweets that only vaguely
alluded to either concept without offering sufficient
clues to allow for more specific categorisation.

We were able to allocate resources for human coders,
which possessed the specifically required language skills,
but also a range of competences in quantitative and
qualitative analysis. This allowed us, on the one hand,
to override the challenge of having to machine- or
manually translate the texts into English before coding.
On the other hand, our interdisciplinary—particularly in

Code 1 Brexit process

Code 2 Party politics

Code 3 Economics

Code 4 Judiciary/laws/treaties

Code 5 Democratic institutions

Code 6 Other

Code 7 Legitimacy (positive/negative)
Code 8 Sentiment
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Table 3. Classification codes for justice and expertise tweets.

Justice-themed tweets Non-domination Impartiality Mutual recognition Reference

Expertise-themed tweets Expertise—positive Expertise—negative Soft expertise Reference

terms of methods—research team combined expertise
in linguistics, algorithmic analysis, and discourse analysis,
with a theoretical/conceptual background in EU contes-
tation and public legitimation. These skills were used to
address the discursive representation and practical chal-
lenges of capturing, not only the content of EU public
contestation, but also the meta-issues of legitimation,
voice visibility, and the interconnectedness of diverse
public spheres.

3.2. The Legal Challenge: GDPR and Processing of
Personal Data

Understanding public opinion formation through the
media can only happen through the analysis of media
content. The topic of Benchmark (Brexit and legitimacy-
forming processes through public discourse) contributes
critical knowledge regarding the mechanisms through
which possible solutions to Brexit, which also affects
the future of the whole of the EU, become accepted or
rejected in the public sphere. To this end, Benchmark
collected structured and unstructured texts (news and
parliamentary transcripts, as well as tweets) to con-
duct concept mapping and qualitative content analysis.
The raw material collected contained names of jour-
nalists, politicians, and other actors who had made
public statements. We were not interested in the
names of individuals or identifying them in the final
datasets, reports, or publications. Our research was
mainly reported as aggregate data, which scores the
frequency with which abstract concepts of legitimacy,
democracy, rights, and sovereignty were used in public
debate on Brexit. Nevertheless, the names were included
in the raw material for which we were given permission
to download from news and parliament websites. For the
data-processing phase, we allocated codes on individu-
als so that we could identify which group of actors they
belong to (journalists, politicians, citizens, and also polit-
ical or newspaper affiliation). The research team, there-
fore, had access to individuals’ names in the raw material,
but this information was not made public. The one excep-
tion for which we considered departing from this strict
anonymisation was in potential scientific publications,
where—based on our research—we might have wanted
to quote a political opinion for illustrative purposes and
name the person expressing the opinion. However, we
refrained from this, even in the cases we identified where
an opinion had already been manifestly made public by
data subjects themselves: namely authors of newspa-
per articles, speakers in parliamentary debates, and the
Twitter accounts of public personas (such as politicians
or journalists). Since these are opinions they have mani-

festly made public themselves and are in the public inter-
est to be known and scrutinised, obtaining their consent
to refer to them in our publicly-funded research was nei-
ther deemed necessary nor customary in politics and
media discourse analysis. We felt that it would create
additional research costs and make the research process
exceedingly cumbersome. Crucially, it would have endan-
gered the freedom of research, potentially enabling indi-
viduals in public office positions to hinder the analysis
and publication of the reasoning they use to reach deci-
sions that have direct implications for public policy and
the public interest. Consequently, while directly quoting
individuals in the public sphere would have added relia-
bility and richness to our publications, we felt that the
Norwegian Centre for Research Data’s (NSD) and GDPR
rules were too prohibitive to take any risks.

Moreover, the focus of the project was not on indi-
viduals but on opinions circulating in the public sphere.
The names and background information were collected
as part of the raw data (text news articles) that we analy-
sed. Category codes were assigned to opinions so that we
could have an overview of what categories of individuals
made which types of political claims. We refrained from
directly identifying and quoting (eponymously or anony-
mously) individuals. Furthermore, we provided informa-
tion about our project and obtained written permission
from the newspapers to collect news articles from their
websites. Since we felt that it was impractical to obtain
consent from all individuals mentioned in the news arti-
cles, we provided information about our project and
its aims to, and obtained permission from, the newspa-
pers before collecting news articles from their websites.
We thus resolved the legal challenge of ensuring com-
pliance with the NSD guidelines and GDPR rules by tak-
ing steps to ensure that the rights of individuals identifi-
able in any way in the texts we process were safeguarded.
These steps were formally outlined in the project’s data
collection plan and approved by the NSD.

In the course of our analysis, we only temporar-
ily stored information on individuals whose names and
statements appeared in the documents that we analy-
sed. We have included this relevant piece of informa-
tion in a disclaimer published on the project’s webpage,
where we further included a declaration that GDPR rights
apply for all persons whose data we would be processing
throughout the course of the project (see articles 15-21
of the GDPR; Regulation of the European Parliament and
of the Council of 27 April 2016, 2016). This entails that
all such persons have the right to:

e Ask for access to their personal data being
processed.
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¢ Request that their personal data be deleted.

e Request that incorrect personal data is corrected/
rectified.

e To receive a copy of their personal data (data
portability).

A full list of the texts by title, source, and country will be
uploaded on the project website at the end of the project,
to make it easier for individuals to determine if they are
affected by our work in the context of GDPR guidelines.

3.3. The Technical/Practical Challenge: From Big Data
on #Brexit to Qualitative Analysis of EU Legitimacy

Obtaining text is a domain- and task-dependent pro-
cess in which we needed to take into account the indi-
vidual copyright and terms-of-access conditions of the
data sources. For our news and Twitter data, we relied
on application programming interfaces (APIs) to access
and download texts. All the newspaper platforms we
included in our study allow users to search news arti-
cles by entering key search terms (and in some instances
to specify dates) in a URL and return data in a struc-
tured format (usually a list of URLs with relevant arti-
cles). However, while in some instances we encountered
a paywall (Tagesanzeiger), the access was also often
restricted in terms of downloading content/volume and
frequency of downloads. We thus contacted the newspa-
pers, requesting permission to scrape large quantities of
text from their websites. In the case of the Tagesanzeiger,
the editorial team sent PDF documents with compiled
articles by year. While The Guardian and 20 Minutes gave
their permission, the Daily Mail did not reply, but nei-
ther were we blocked from scraping its website. The data
from the Norwegian newspapers were gathered with the
newsgathering tool Retriever, which has access to most
digital articles published by Norwegian news media.

For the Twitter component of our analysis, we
purchased the raw #Brexit data from hashtagify.me,
together with the influence metrics for the #Brexit clus-
ter. We then worked with UiO’s USIT team to apply auto-
mated classification using Python, whereby the tweets
database was filtered according to pre-determined key-
words (the abstract concepts of justice and expertise,
as well as EU keywords that were used as indicators
of relevance to EU contestation). Justice, expertise, and
EU keywords were defined using a simplified dictionary
method (Grimmer & Stewart, 2013), whereby selected
scholarly works compiled in the Stanford Encyclopedia
of Philosophy were processed in order to identify
the words and phrases associated with “justice” and
“expertise” (concept mapping). We subsequently cross-
referenced these words with dictionary definitions and
synonyms lists for “justice” and “expertise” (Oxford
English Dictionary), as well as the Timestamped JSI web
corpus 2014-2018 by Sketch Engine (Sketch Engine, n.d.),
which comprises over 31 billion words drawn from the
web. The final, though not exhaustive, list comprised

10 keywords or phrases (and their variations) relevant
to the EU: 55 for justice and 17 for expertise. After
several rounds of filtering (cleaning retweets and de-
duplication), we were left with 2,068 original #Brexit
tweets that referred to the EU and the notions of justice
and expertise.

4. Discussion

This article aimed to actively reflect on how the inter-
related challenges outlined above work to shape our
research desig