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ABOUT IPRAW 

Setting and Objectives: The International Panel on the Regulation of Autonomous Weapons 

(iPRAW) was founded in March 2017 and will run until June 2022. iPRAW is an independent 

group of experts from different nation states and scientific backgrounds. 

The mission of iPRAW is to provide an independent source of information and consultation to 

the Group of Governmental Experts (GGE) within the framework of the United Nations CCW 

(Convention on Prohibitions or Restrictions on the Use of Certain Conventional Weapons Which 

May Be Deemed to Be Excessively Injurious or to Have Indiscriminate Effects) during the 

ongoing process toward a possible future regulation of LAWS (lethal autonomous weapon 

systems). This work includes, but is not limited to, the provision of expertise on the military, 

technical, legal, and ethical basis for practical and achievable policy initiatives regarding LAWS. 

The mandate of the CCW’s open-ended GGE on LAWS will guide the work of iPRAW. 

iPRAW seeks to prepare, support, and foster a frank and productive exchange among 

participants, culminating in perspectives on working definitions and recommendations on a 

potential regulation of LAWS for the CCW GGE. iPRAW is independent from the GGE and does 

not function in any official capacity regarding the CCW. 

 

Funding, Organization, and Participants: iPRAW is financially supported by the German 

Federal Foreign Office. The views and findings of iPRAW do not reflect the official positions of 

the German government or any other government. Stiftung Wissenschaft und Politik – The 

German Institute for International and Security Affairs (SWP) is organizing the panel. The 

participants have been selected on the basis of their expertise and the perspectives they bring 

from a wide range of professional and regional contexts. iPRAW represents a broad variety of 

views on the topic of autonomy in weapon systems. Its members have backgrounds in natural 

science, engineering, law, ethics, political science, and military operational analysis. 

 

Scope: The panel acknowledges that LAWS may pose a number of considerable legal, ethical 

and operational challenges and that they might change the security environment in a 

fundamental way. The full potential of these weapon systems is yet unknown and a mutually 

agreed definition on LAWS does not exist. 

In order to support the CCW GGE process, iPRAW works on approaches towards a potential 

regulation of LAWS. In this context approaches to regulations are construed broadly and can 

include both the application of existing international law as well as new legal instruments. This 

includes various issues, like requirements for human control over the use of force. 

 

Procedure: The participants commit themselves to actively engage in and contribute to the 

meetings and the scientific dialogue related to iPRAW’s activities. Papers with agreed upon 

recommendations on relevant issues will be published via the project’s website 

(www.ipraw.org). 

 

Communication and Publication: The participants discuss under the Chatham House Rule: 

participants are free to use the information received, but neither the identity nor the affiliation of 

the speaker(s), nor that of any other participant, may be revealed. As a matter of confidentiality, 

photographs, video or audio recordings are not allowed during iPRAW meetings. 

The results of the panel discussions will be published. iPRAW members will strive to reach 

consensus on their recommendations and to reflect that in the panel’s publications. Media 

inquiries with regard to official iPRAW positions should be directed to the steering group. Apart 

from that, the panel members are free to talk about their personal views on participation and the 

topics of the panel. 

 

Learn more about iPRAW and its research topics on www.ipraw.org. Please direct your 

questions and remarks about the project to mail@ipraw.org. 

http://www.ipraw.org/
mailto:mail@ipraw.org
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EXECUTIVE SUMMARY 

From a ban to a soft-law mechanism, any potential international regulation of LAWS 

could not be implemented without the support of national regulatory frameworks. Also, 

the creation of a multilateral regulation could benefit from understanding national 

challenges and solutions. To facilitate the discussion of implementable governance 

options for the UN Convention on Certain Conventional Weapons (CCW) debate on 

LAWS, this report provides an analysis of national regulations on LAWS and its 

enabling technologies. Rather than providing an exhaustive account of all relevant 

policies of States Parties to the CCW, the report focuses on the regulatory approaches 

of five States Parties (China, Japan, Russia, the United States, and Germany in 

conjunction with the European Union), highlighting common challenges as well as 

possible solutions. National regulations, reviewed by this report, include general 

strategies on (military) AI, rules on development and procurement, e.g. weapon 

reviews, rules on the deployment of LAWS and military AI, and export control. 

Moreover, the report also considers whether and how states shape and formulate 

regulations on human control and similar concepts in the use force. As states are only 

beginning to grapple with governing emerging technologies in the area of LAWS, such 

an overview may not only stimulate the GGE debate but also prove insightful for other 

states and lay the groundwork for exchanges on best practices and lessons learned.  

Key Takeaways and Recommendations: 

 Overall, only few regulations directly address LAWS. Instead, most 

policies cover aspects of enabling technologies of LAWS without directly 

considering weapon systems with autonomous functions.  

 Several states have so far focused on regulating non-military applications 

of AI and have only briefly considered the militarization of AI and the issue of 

LAWS. Hence, the development of dedicated strategies and policies that 

consider military applications of AI and weapon systems with autonomous 

functions deserves further attention. 

 A multi-stakeholder approach involving experts from civil society, including 

academia, and industry, can prove valuable in embracing and aligning 

different perspectives and formulating policies that are in line with law and 

ethics, practical and effective. As some states and organizations have relied 
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on such approaches already, it might be valuable to exchange best practices 

on these efforts. 

 The extent to which states have put in place substantive weapon review 

mechanisms differs greatly, allowing for distinct approaches to – and perhaps 

even deficiencies in – system safety and robustness. Cross pollination of 

ideas and the sharing of best practices exercised across states on testing, 

evaluation and validation processes would be valuable. This should also entail 

knowledge exchanges on the special requirements for testing enabling 

technologies of LAWS. 

 In light of the unique character of AI-based data-driven techniques and other 

technologies enabling machine autonomy, states should also scrutinize 

whether their review criteria and verification, validation, test, and 

evaluation (VVT&E) practices are fit for purpose when reviewing AI-infused 

systems and systems with autonomous functions, including the software and 

training data they rely on. Testing the reliability and predictability of such 

systems will require fundamentally different practices and criteria than those 

used for traditional weapon systems. 

 At this stage, most regulations govern the deployment of LAWS only implicitly 

which may lead to distinct views on the use of LAWS and diverging 

deployment practices. Therefore, it would be beneficial for states to work 

towards a similar understanding around the question of how to deploy weapon 

systems with autonomous functions, exchange best practices on rules of 

engagement and the training of operators and commanders. 

 Fundamental questions remain as to whether and how export controls can 

be designed and enforced to effectively curtail the proliferation of weapon 

systems with autonomous functions and their dual-use components. Clearly, 

the hardware-based methodology of traditional export control regimes is 

insufficient for addressing the proliferation of technologies that enable 

machine autonomy for military purposes. Therefore, independent studies and 

dedicated international multi-stakeholder discussions could enhance the 

understanding of how export control can be rethought to address the unique 

nature of software and other enabling technologies of LAWS. 

Several of these steps require individual states to review and update their policies at 

the national level. However, especially when it comes to sharing best practices and 

experiences regarding the regulation of technologies in the area of LAWS, the GGE 

on LAWS would prove as an adequate forum for such international debates. For 

specific issues, discussions in other international fora could prove valuable as well, 

such as in the framework of the Wassenaar Arrangement on Export Controls for 

Conventional Arms and Dual-Use Goods and Technologies. 
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1. INTRODUCTION 

The debate of the Group of Governmental Experts (GGE) on lethal autonomous 

weapon systems (LAWS) within the UN Convention on Certain Conventional 

Weapons (CCW) has hitherto focused primarily on an international approach to 

regulating military AI and machine autonomy. Measures undertaken at the domestic 

level, such as legislative acts dealing with and addressing LAWS 

have not been discussed in the GGE in greater detail thus far. 

Within the GGE States Parties are invited to share national 

policies and practices that could prove insightful for the debate; 

and indeed on some occasions, weapon reviews undertaken at 

the domestic level have become part of the GGE debate. 

In seeking to further deepen this effort and to contribute to the 

debate on LAWS, this report sheds light on national approaches to 

regulating military AI and autonomy in weapon systems, 

highlighting common challenges as well as potential solutions. As 

part of this analysis, the report also considers whether and how 

states shape and formulate regulations on human control and 

related concepts in the use of force.1 

Rather than providing a comprehensive analysis of all CCW States Parties, the report 

offers first steps towards reviewing the current state of national legislation on LAWS. It 

focusses on the national approaches of the following five CCW States Parties as case 

studies: the United States (US), Russia, China, Japan, and Germany in combination 

with the European Union (EU). Research on the specific case studies has been 

provided by iPRAW members Vadim Kozyulin (Russia), Heigo Sato (Japan), Binxin 

Zhang (China) and Lydia Wachs (Germany, EU, US), who drew on publicly available 

information in the respective countries’ languages, including legal and policy 

documents, official statements, press releases, news reports and further secondary 

 

 

1  For iPRAW’s concept of human control and how it could be integrated in an international 
regulation see iPRAW (2021). 

Focus on 

Technology and Application 

of Autonomous Weapons 

FOCUS ON 

NATIONAL REGULATIONS 

Currently, hardly any national 

legislation or strategies specifically 

focused on LAWS exist. Therefore, 

this report analyzes policy measures 

on emerging technologies in the area 

of LAWS more broadly, 

conceptualizing military AI and 

machine autonomy as crucial enablers 

of LAWS (even though they are by far 

not the only ones). Accordingly, we 

only use the term LAWS when we 

specifically refer to those and not 

military AI and machine autonomy in 

general. 
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literature. The report relies exclusively on unclassified sources. Furthermore, by 

focusing on regulations and policies, the report does not aim to analyze the level of AI 

development in the respective countries. 

Overall, the analysis demonstrates that a number of measures are already in place, 

but that certain loopholes remain, deserving greater attention. Several of these steps 

would require individual states to review and update their 

policies. Discussions in and regulation of multilateral fora will be 

crucial to develop a common understanding of the challenges 

and potential solutions. 

To set the scene, section 2 examines key actors in the 

development of national positions and policies on technologies 

related to LAWS as well as challenges they identify in relation to 

LAWS. Section 3 analyses how the reviewed states approach 

technologies potentially applied in weapon systems with 

autonomous functions, focusing on specific regulations that are 

already in place and address the development, procurement, deployment and export 

thereof. Finally, section 4 presents iPRAW’s conclusions and recommendations on 

how national measures can be strengthened to help develop international regulations 

on technologies related to LAWS. 

While focusing on lethal autonomous 

weapon systems, iPRAW does not 

exclude a regulation of non-lethal 

force. By LAWS we refer to weapon 

systems with autonomy in their critical 

functions, meaning weapon systems 

without sufficient human control over 

the selection and engagement of 

targets. 
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2. ACTORS AND CHALLENGES 

2.1. ACTORS 

At the CCW GGE on LAWS, national delegations play a pivotal role in representing 

national approaches and positions on LAWS. These delegations are primarily 

composed of representatives from the respective Ministries of Foreign Affairs and the 

Ministries of Defense, sometimes drawing support from adjunct national experts. 

These ministries – also outside the GGE – have played major roles in the debate on 

military AI and machine autonomy, for example by drafting strategy documents, 

hosting conferences, funding research projects or setting up new bodies. However, 

they are not the only actors informing national approaches on military AI and 

autonomy. Depending on the specific country, representatives from other branches 

of the government, parliament as well as civil society, including academia, and 

industry play important roles as well. Robotics and AI – likely key ingredients of LAWS 

development – are seen as enablers of industry 4.0 and the economic prosperity it 

promises. As such, it is not surprising to find that in several of the reviewed countries, 

those branches of government that focus on economic and social questions have 

been driving forces in the development of policy on AI. In Japan and Germany, in 

particular, the respective Ministries of Economic Affairs have played key roles in 

drafting the national AI strategies. As a consequence, these strategies only briefly 

touch upon AI for military purposes. This goes along with a relatively stronger focus on 

AI for commercial and social purposes of the respective governments and a less 

pronounced role of military AI. In Russia and the US, the analyzed sources show a 

stronger focus on military AI, indicating that military applications of AI have gained 

more attention in these countries.2 

The countries under scrutiny of this report have also witnessed the creation of new 

departments, bodies or ad-hoc committees by the government, parliament or 

 

 

2  See chapter 2. For another discussion of several European AI strategies, see e.g. Franke 
(2019). 
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individual ministries in order to encourage AI development and policy. This trend has 

been particularly pronounced in the US with the creation of new bodies focused on AI 

for military purposes, most importantly the Joint Artificial Intelligence Center (JAIC) 

coordinating the AI policy of the Department of Defense as well as the National 

Security Commission on AI (NSCAI) that was established as an independent body to 

review the role of AI for US national security. Similarly, in April 2021, the Russian 

Ministry of Defense announced plans to create a department focused specifically on 

AI development.3 Also the Japanese Ministry of Defense established a division in 

2020 that is tasked with developing and coordinating AI policy.4 In Germany, the 

parliament has played a relatively stronger role i.e. by commissioning a report from the 

Office of Technology Assessment at the German Bundestag (TAB) – advising the 

German Parliament and its committees on questions relating to scientific and 

technological change – on the state of play in the development of LAWS as well as 

ethical and legal questions raised in this context.5 

Beyond state actors, the private sector has informed national approaches to military 

AI and machine autonomy, albeit to different degrees and by assuming distinct roles. 

In some countries, private stakeholders have taken a clear stance on AI and its use for 

military purposes. In the US, for example, after a widely publicized protest by its 

employees, Google declared in 2018 that the company would not build AI for 

“weapons or other technologies whose principal purpose or implementation is to 

cause or directly facilitate injury to people.”6 At the same time, Google’s peers 

Microsoft and Amazon have appeared more willing to provide the military agencies 

with AI solutions.7 

In China, Jack Ma, the founder of Alibaba, stressed repeatedly that technological 

innovation might drive global conflicts, and urged governments to “move fast” to tackle 

the risks posed by technological innovation.8 Some Chinese researchers in the private 

sector, notably from Tencent and Baidu, have signed the “Future of Life” pledge.9 

There are furthermore a dozen of non-governmental initiatives on AI principles and 

ethical norms from academia and industry, including big tech companies, like Tencent 

and Baidu.10 

In Germany, in the context of the European defense project FCAS, Airbus Defence 

and Space and the Fraunhofer Institute for Communication, Information Processing 

and Ergonomics (FKIE) launched the FCAS Expert Commission on the responsible 

use of technologies in 2020. It has the objective to “determine ethical guidelines based 

 

 

3  See RIA Novosti (2021). 

4  See Japan Ministry of Defence (2020). 

5  See Grünwald and Kehl (2020). 

6  Brewster (2020). 

7  See Anger (2018). 

8  See Browne (2019); The Indian Express (2017). 

9  See Future of Life Institute (2021). 

10  See e.g. BAAI (2019); Shanghai Municipal Science and Technology Commission (2019); 
Tencent Research Institute (2021); China IT News (2018). 
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on international law and to ensure their technical implementation”11 in the project. The 

commission brings together stakeholders from ministries, the military as well as 

experts with technical, political, social science and legal backgrounds. 

In Russia, the private sector has played a minor role and most efforts have been 

state-controlled or state-backed. For example, the state-controlled bank Sberbank has 

assumed a leading role in developing AI policy and encouraging AI R&D.12 

2.2. CHALLENGES 

While the governments and representatives of the reviewed states have clearly 

expressed the great potential they see in AI and autonomy, including for military 

purposes, they have also emphasized concerns over these technological 

developments. Challenges that have gained attention can be categorized broadly into 

legal, ethical and security-related ones. 

Debates on legal challenges have centered on the question of whether weapon 

systems with autonomous functions could be used in compliance with International 

Humanitarian Law (IHL), more specifically the principles of distinction, proportionality 

and precautions in attack as well as the principle of military necessity. Yet, while some 

have expressed concerns that decreasing human control in the decision to use force 

would undermine or even violate IHL, other state delegations have argued that AI-

infused technologies, possibly even LAWS, could strengthen IHL by increasing 

precision and preventing collateral damage.13 

Ethical concerns have similarly been discussed by all of the reviewed states and it 

has been stressed that advances in AI and its application for both civilian and military 

purposes should not violate ethical principles. While some states have left this 

discussion in rather vague terms, others have drafted dedicated strategy documents 

on the ethical use of AI. 

A third set of challenges having received much attention relates to international 

security and geopolitics. In this context, states have expressed the concern that 

advances in AI could exacerbate existing tensions, trigger new rounds of arms races 

and undermine strategic stability.14 Also the risk that AI-enabled technologies could 

proliferate and become available to armed non-state actors including terrorist groups 

has been highlighted by several of the reviewed states.15 

 

 

11  Airbus and FKIE Fraunhofer (2020). Two iPRAW members, namely Anja Dahlmann and 
Frank Sauer, are part of the forum’s expert panel. 

12  See Edmonds et al. (2021, 62ff.). 

13  See e.g. USA (2018a, p. 4). 

14  See e.g. Germany (2018); People's Republic of China State Council (2017). 

15  See e.g. Germany (2018). 
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3. STRATEGIES, POLICIES, AND REGULATIONS 

The following subsections provide an overview of strategies, policies and other 

regulations that either explicitly or implicitly apply to LAWS and their component parts, 

from development and procurement, to deployment and export controls. Most of these 

policies take a broader angle by addressing (military) AI and enabling technologies of 

machine autonomy in general. Overall, the mapping of national regulations 

demonstrates that there are already a number of measures in place, but that certain 

loopholes and gaps remain, deserving greater attention. 

3.1. GENERAL STRATEGIES 

All five states that were reviewed have adopted AI strategies in recent years. Yet, only 

few consider AI in the context of national security and for military purposes. As 

mentioned above, Japan’s and Germany’s AI strategies only focus on AI for civilian 

purposes.16 The EU Commission also adopted an AI strategy in 2018 as well as a 

White Paper on AI in 2020, both of which only address AI in the civilian realm. 

Similarly, Russia’s strategy documents, including an AI roadmap as well as an AI 

strategy, center on civilian applications, especially for the economic sector.17 

Nevertheless, Russia’s new “National Security Strategy” adopted in July 2021 also 

underlines the importance of advances in AI and robotics in the context of national 

security.18 

In China, the State Council issued a “Development Plan on the New Generation of 

Artificial Intelligence” in 2017. While it addresses the use of AI more broadly, it lists 

national defense as an important area of AI research, development and application.19 

This is echoed in China’s “National Defense White Paper” from 2019 underlining the 

 

 

16  See Germany (2020); Japan (2019, 2021). 

17  See Russian Federation (2019b); Russian Federation (2019a). 

18  See Russian Federation (2021b). 

19  See People's Republic of China State Council (2017). 
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development towards “intelligent…weaponry and equipment” and stressing that 

“intelligent warfare is on the horizon.”20 

In contrast to the other states reviewed in this report, in the US, the Department of 

Defense adopted a dedicated AI strategy in 2018 encouraging AI innovation for 

military purposes while highlighting the need to ensure that AI ethics and safety are 

adequately taken into consideration.21 

All of these strategies reflect an acute awareness for the intensifying competition in 

the field of AI, a sense of urgency, and an ambition to be among the leading states 

developing AI technology. 

Ethical considerations in the context of AI have also been subject to policy 

documents in several of the reviewed states. The US Department of Defense released 

“Ethical Principles for Artificial Intelligence” in 2020, stressing that AI applications must 

be responsible, equitable, traceable, reliable, and governable.22 Similarly, the EU 

Commission published “Ethics guidelines for trustworthy AI” in 2019, the conclusions 

of which also informed its proposed regulatory framework on AI, released in 2021 (see 

below).23 Albeit being focused primarily on civilian AI, the Commission’s guidelines 

also address LAWS and endorse a ban thereof.24 Both the US Department of Defense 

as well as the EU Commission relied on a multi-stakeholder approach when 

developing and formulating these principles, involving the private sector and civil 

society, including experts from academia. The German Federal Government set up an 

independent Data Ethics Commission in 2018 that developed ethical benchmarks and 

guidelines for data and algorithmic systems, including AI. The Data Ethics 

Commission took a similar stance on LAWS as the EU Commission’s guidelines.25 

Similarly, the Ethics Committee of the Japanese Society for Artificial Intelligence 

issued ethical guidelines for AI in 2017, calling for responsible AI research.26 

Additionally, Japan’s AI strategy also underlines the importance of an ethical and 

human-centric approach in the area of AI.27 

Some of the countries have endorsed ethical considerations in their AI strategies or 

other policy documents. Russia, for example, addresses ethical norms in its “Concept 

for the development of regulation of relations in the field of AI and robotic technologies 

through 2024,” published in 2020, and underlines the need for a human-centric 

approach to AI.28 China’s “Development Plan on the New Generation of Artificial 

Intelligence” considers the development of “laws and regulations, ethical norms and 

 

 

20  People's Republic of China State Council (2019). 

21  See US Department of Defense (2018). 

22  See US Department of Defense (2020c). 

23  See High-Level Expert Group on Artificial Intelligence (2019); EU Commission (2021). 

24  Furthermore, the European Parliament has adopted several resolutions on AI, i.a. on ethics 
and AI, see: European Parliament (2020). 

25  See German Data Ethics Commission (2019, p. 180). 

26  See Japan (2017). 

27  See Japan (2021). 

28  See Russian Federation (2020a). 
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policy systems” as important goals.29 In 2019, China furthermore established a 

“National Ethics Committee on Science and Technology” which is supposed to 

advance regulations on dual-use technologies, including AI.30 

KEY TAKEAWAYS & RECOMMENDATIONS 

 Formulating clear policy documents and principles that address not only 

civilian but also military applications of AI is of utmost importance. Only 

considering one side of the coin – i.e. the civilian one – remains insufficient. 

 This effort should go hand in hand with the determination of clear 

responsibilities and criteria to operationalize broader goals and principles from 

these strategies. 

 Beyond that, as some of the case studies demonstrate, involving different 

stakeholders in the formulation of broader documents can prove valuable for 

considering distinct perspectives – a crucial aspect in light of the multiple 

purposes and use cases of (military) AI. 

 

3.2. DEVELOPMENT & PROCUREMENT 

In the development and procurement process of new weapon systems, weapon 

reviews are of particular importance. While Article 36 of Additional Protocol I to the 

Geneva Conventions of 12 August 1949 (AP I) has laid down an obligation for States 

Parties to conduct such reviews, the implementation and enforcement of the specific 

review process is undertaken at the national level. Therefore, several states have 

developed their own review mechanisms, although these processes differ in both 

content and scope. Of those countries that are covered in our case studies, Germany, 

Russia, China and Japan have ratified AP I. 

As a party to AP I, Germany has been conducting respective weapon reviews for 

years. Nevertheless, against the backdrop of technological advances and their use for 

military purposes, in 2015 and 2016, it institutionalized a formal procedure for weapon 

reviews that determines processes, standards and responsibilities. The lynchpin of 

Germany’s reviews are all rules and principles of IHL binding upon Germany. The 

review process only considers the usual and intended ways of utilization, meaning that 

not every possible option to use the system are under closer scrutiny.31 

Japan is also a party to AP I and has indicated that it conducts weapon reviews in 

accordance with IHL. In a commentary to the GGE in 2020, Japan elaborated further 

that from its point of view “Article 36 can be interpreted as obligating each High 

Contracting Party, in its research, development, acquisition or adoption of a new 

weapon, means or method of warfare, to determine whether its employment would, in 

some or all circumstances, be prohibited by this Protocol or by any other rule of 

 

 

29  See People's Republic of China State Council (2017). 

30  See People's Republic of China (2021, pp. 2–3). 

31  See Bundestag (2016); Sohm (2018). 
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international law applicable to the High Contracting Party” and proposed to introduce 

an “implementation mechanism of weapons review into the annual report of the 

CCW.”32 Furthermore, Japanese Defense Minister Nobuo Kishi said in 2020 that the 

Ministry of Defense and the Self-Defense Forces “do not conduct research and 

development on equipment whose use is not authorized by international or domestic 

law.”33 

In a working paper for the GGE, Russia underlined that it considers the obligation to 

conduct weapon reviews according to Article 36 as a norm of customary international 

law. The Russian Federal Law No. 275-FZ of December 2012 “On the State Defense 

Order” regulates the conduct of tests of prototypes of military equipment. Russia 

further elaborated that “prototypes are assessed for such characteristics as distinction, 

’no-excessive-damage’, etc., which should guarantee potential compliance of future 

weapons with IHL norms.”34 Furthermore, the government standards GOST RV 

15.203-2001 were adopted as guidance for industrial enterprises for the development 

of “special-purpose means (including the so-called prospective LAWS). For 

development of any new prototype, a list of normative guiding documents is made on 

the basis of operational requirements that necessarily include provisions on the need 

to comply with IHL norms and other applicable international legal obligations.”35 

China, on the other hand, has several regulations in place that direct testing and 

verification procedures of military equipment but do not refer to weapon reviews 

according to Article 36, despite China being a State Party to AP I.36 These regulations 

include “Principles of New Generation Artificial Intelligence Governance-Responsible 

AI” that were released in 2019 and include the following eight principles on AI 

development: “Harmony and Human-friendly, Fairness and Justice, Inclusion and 

Sharing, Respect for Privacy, Safety and Controllability, Shared Responsibility, 

Openness and Collaboration, Agile Governance.”37 It remains unclear how these are 

being implemented in practice. 

Even though the US has not ratified AP I, the Department of Defense’s (DoD) 

Directive 5000.01 “requires that the acquisition and procurement of DoD weapons and 

weapon systems be consistent with all applicable domestic and international law, 

including the law of war.”38 Thus, as part of the acquisition process of a weapon 

system, a legal review has to take place. Also, DoD Directive 2311.01 determines that 

“[t]he intended acquisition, procurement, or modification of weapons or weapon 

 

 

32  (Author’s translation) Japan (2020, p. 3).  

33  Kishi (2020). 

34  Russian Federation (2020b). 

35  Russian Federation (2020b, p. 6). 

36  Examples are the PLA Regulations on the Research of Equipment from 2004; Provisions 
on the Management of the Quality of Military Software from 2005; Regulations on the 
Quality Control of Weapons Equipment from 2010. As several regulations are classified, it 
is not clear whether a regulation that directly refers to weapon reviews does exist. 

37  People's Republic of China (2021, pp. 2–3). 

38  USA (2017, pp. 1–2). See Directive: US Department of Defense (2020b). 
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systems is reviewed for consistency with the law of war” and sets out further 

measures and responsibilities.39 

In addition, the Department’s Directive 3000.09 released in 2012 and updated in 2017, 

establishes specific regulations to ensure the development of robust, reliable systems 

with autonomous functions.40 Most importantly, Directive 3000.09 states that 

“[a]utonomous and semi-autonomous weapon systems shall be designed to allow 

commanders and operators to exercise appropriate levels of human judgment over the 

use of force.”41 For this purpose, these systems are subject to rigorous testing, taking 

into account inter alia human-machine interfaces and controls. This includes legal 

reviews that are conducted before the development and again before deploying the 

weapon. Similar to the German regulations, also the US regulations only demand 

reviewing the intended and usual ways of utilization. 

Despite the number of US regulations in place, a study mandated by the US Congress 

found that “[t]he current state of AI verification, validation, test, and evaluation 

(VVT&E) is nowhere close to ensuring the performance and safety of AI applications, 

particularly where safety-critical systems are concerned. Although this is not a 

problem unique to DoD, it is one that significantly affects DoD.”42 This assessment 

was echoed by several other reports.43 

Several EU institutions have also developed positions and specific measures on the 

development of weapon systems with autonomous functions. In two resolutions, the 

European Parliament stressed that the need to retain human control should already be 

taken into account when designing and developing weapon systems.44 The EU 

External Action Service endorsed this stance.45 This approach has furthermore found 

its way into the mandate of the European Defence Fund (EDF). The EDF was set up 

in 2021 and is supposed to support collaborative actions and EU cross-border 

cooperation on defense products and technologies for the period until 2027. It is 

worthy of note that the EDF explicitly excludes the support for the development of 

such products or technologies that do not warrant human control over their critical 

functions.46 Beyond that, the EU Commission put forward a proposed regulatory 

framework on AI in spring 2021. The proposal relies on a risk-based regulatory 

methodology, differentiating between unacceptable, high, low or minimal risk and 

requiring appropriate quality management and conformity assessment corresponding 

to these categories. In accordance with the powers and responsibilities of the EU, the 

 

 

39  See (and read more about the different directives here): USA (2021a); US Department of 
Defense (2020a). 

40  See US Department of Defense (2012, 2017). 

41  US Department of Defense (2012, 2017). 

42  Tarraf et al. (2019). 

43  See Scharre (2021). 

44  See European Parliament (2020); European Parliament (2021). 

45  See EU (2019). 

46  See European Parliament (2021); Brzozowski (2021). 
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proposal however states that “AI systems exclusively developed or used for military 

purposes” are excluded from the framework’s scope.47 

KEY TAKEAWAYS & RECOMMENDATIONS 

 While several of the reviewed states have ratified AP I, the extent to which 

they have put in place processes and defined responsibilities for thorough 

weapon reviews differs. Therefore, sharing procedural approaches and best 

practices on weapon reviews in the area of AI-enabled technologies and 

machine autonomy by States Parties will help advance and give full effect to 

the obligations under Article 36. 

 It would likewise be fruitful if those states and organizations that have put in 

place further regulations with repercussions for the development of LAWS and 

their enabling technologies, shared these practices, e.g. in the GGE 

deliberations. 

 The current state of verification, validation, test, and evaluation (VVT&E) in the 

area of AI and machine autonomy is not deemed fit for purpose for safety 

critical systems, including military applications. In light of the unique character 

of enabling technologies in the area of LAWS, including software and data-

driven methods, states should internally scrutinize their review criteria for such 

systems and their components, including the training data they rely on. 

Testing the reliability and predictability of such systems will require 

fundamentally different practices and criteria than those used for traditional 

weapon systems. 

 In order to update and adapt their review processes, states could commission 

independent reviews of their current practices, relying on an interdisciplinary 

multi-stakeholder approach to involve various fields of expertise and 

perspectives. 

 

3.3. DEPLOYMENT 

At present, there are only few national regulations in place that directly address the 

deployment of weapon systems with autonomous functions. However, several 

international norms apply that have repercussions on national procedures and 

practices, namely IHL and ethical requirements. For now, national regulations on 

(remotely piloted) unmanned weapon systems would be relevant for weapon systems 

with increasingly autonomous functions, too,48 but might have to be adjusted to 

explicitly regulate human control over the use of force. 

In general, the key principles of IHL, i.e. the principles of distinction, proportionality, 

precautions in attack and military necessity, regulate the use of force in armed 

conflicts and would thus have implications for the deployment of autonomous 

 

 

47  See EU Commission (2021). 

48  See e.g. Germany Department of Defense (2020). 
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weapons. As these principles have assumed the status of customary international law, 

they apply to all states including those that have not ratified relevant humanitarian law 

treaties. Accordingly, the reviewed states also have procedures in place to educate 

and train military personnel about core IHL obligations.49 

Furthermore, a principle of particular significance in the context of autonomous 

targeting is human dignity. This principle has been enshrined in international law and 

numerous national legislations, e.g. Article 1 of the German constitution. It is important 

to emphasize that the concept of human dignity may also have significant 

repercussions on targeting decisions. Christof Heyns, former UN Special Rapporteur 

on extrajudicial, summary or arbitrary executions, has argued that killing in war must 

not be arbitrary, meaning that it must be justified and must therefore have reasons to 

justify it.50 Moreover, the decision to use lethal force must be taken with justification 

and reason. In the context of LAWS and autonomous killing, the question arises 

whether a calculated machine decision, i.e. computations based on sensor data, can 

meet these criteria.51 

Beyond that, some states adopt rules of engagement based on IHL and other legal 

norms that must be considered when deploying weapon systems. Information on this 

matter remains however limited. The US stated at the GGE in 2018 that “[t]he lawful 

use of force is context dependent and a human must authorize such use of force 

against an appropriately targeted objective. With all weapons systems, the 

commander’s authorization is made within the bounds established by the rules of 

engagement and international humanitarian law (IHL) based on: a.) The commander’s 

understanding of the tactical situation, informed by [his or] her training and experience. 

b.) The weapon’s system performance, informed by extensive weapons testing as well 

as operational experience; and c.) The employment of tactics, techniques, and 

procedures for that weapon. In all cases, the commander is accountable and has the 

responsibility for authorizing weapon release in accordance with IHL.”52 Additionally, 

the US DoD’s Directive 3000.09 comprises regulations on the deployment of weapon 

systems with autonomous functions. Most importantly, it states that “[p]ersons who 

authorize the use of, direct the use of, or operate autonomous and semi-autonomous 

weapon systems must do so with appropriate care and in accordance with the law of 

war, applicable treaties, weapon system safety rules, and applicable rules of 

engagement (ROE).”53 

 

 

 

49  See Germany Department of Defense (2019); ICRC ; Russian Federation Ministry of 
Defence (2020); Russian Federation (2021a); Wenjuan and Chen, Kelly [trans.] (2013); 
People's Republic of China Ministry of Foreign Affairs (2010). 

50  See Heyns (2013). 

51  This section is partly based on iPRAW (2018, 11ff.). 

52  USA (2018b, p. 1). 

53  US Department of Defense (2012, 2017). 
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KEY TAKEAWAYS & RECOMMENDATIONS 

 At this stage, there are only few regulations in place that govern the 

deployment of LAWS. Most of them address the use of weapon systems with 

autonomous functions only indirectly. This may lead to distinct views on the 

use of LAWS and diverging deployment practices. 

 Therefore, it would be beneficial for states to work towards a similar 

understanding around the question of deploying systems with autonomous 

functions, exchange best practices on rules of engagement and the training of 

operators and commanders. Creating international norms on the 

(development and) use of LAWS would also leave less decisions at national 

discretion, making it less susceptible to changes in national policies and rules 

of engagement. 

 Creating international norms on the deployment of LAWS could also help to 

create a more stable legal architecture potentially reducing the risk of 

escalatory dynamics in conflicts. 

 

3.4. EXPORT 

The states under review here generally differentiate between the export of items with 

explicit defense purposes and dual-use technologies. These categories are usually 

subject to different export licensing processes with distinct bodies responsible for 

issuing such licenses. Most of the components that could be used to build 

autonomous weapons fall under the category of dual-use items in the different 

countries. Several states have recently updated their export control regimes. Yet, 

most of them are only beginning to grapple with fully incorporating enabling 

technologies in the area of LAWS into their export control regimes and several 

aspects remain unclear. Thus, while hardware components are largely covered by 

the regulations, alongside technical information and certain software related to these, 

loopholes and grey areas in regulating intangibles remain. 

China only recently adopted a new “Export Control Law” (ECL) entering into force in 

December 2020. The controlled items under the ECL include “dual-use items, military 

items, nuclear items, and other technologies, services and items related to the 

maintenance of national security, national interests and to the implementation of 

international obligations of anti-proliferation”, as well as “technical information and 

other data related to the items.”54 Reportedly during the drafting process, it had been 

suggested that “source code and algorithms” should also be explicitly included in the 

controlled items, or to replace the wording “technical information and other data 

related to the items” with “technologies, information, and data.”55 It is unclear why the 

final text did not adopt these suggestions, but it raises questions about how broad the 

scope of “technical information and other data” is. 

 

 

54  National People’s Congress of the Republic of China (2020, Art. 2). 

55  21st Century Business Herald (2020). 
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Also Russia has voiced its intention to adapt the Russian export control regime to 

incorporate AI technologies. The 2020 “Concept for the Development of Regulation of 

Relations in the Field of Artificial Intelligence and Robotics Technologies until 2024” 

stipulates in Section II.4 entitled “Improving the export regime for artificial intelligence 

and robotics systems” as follows: “In order to develop Russian projects in artificial 

intelligence and robotics technologies, it is necessary to create a favorable regime for 

their export. Export restrictive measures should only be applied in areas directly 

affecting national security interests.”56 The concept proposes an update of existing 

dual-use regulations to clearly govern the export of AI technologies and robotics. 

For EU Member States, including Germany, the export, technical assistance, transit, 

transshipment and brokering of dual-use items, software and technology is regulated 

by the “EU Dual-use Regulation” which was most recently amended in December 

2020. This regulation also takes into account international commitments of Member 

States, for example the Wassenaar Arrangement on Export Controls for Conventional 

Arms and Dual-Use Goods and the Missile Technology Control Regime (MTCR). 

Together with other national laws,57 Germany’s export control regime largely covers 

components that could be used to build weapon systems with autonomous functions, 

including hardware, such as unmanned aerial vehicles (UAV), sensors as well as 

software. While these regulations generally comprise technical information related to 

these items, it is difficult to assess the extent to which training data for data-driven 

techniques are covered. 

In recent years, the US has strengthened its export control regime on dual-use and 

emerging technologies, including those that could potentially be used in autonomous 

weapon systems. In 2018, the US introduced the Export Control Reform Act (ECRA), 

modifying the already existing US Export Administration Regulations (EAR). ECRA 

facilitates stricter controls on “emerging and foundational technologies [that are] 

essential to the national security of the United States.”58 Being responsible for export 

controls of dual-use technologies, the Department of Commerce’s Bureau of Industry 

and Security (BIS) published an initial list of 14 categories of emerging technologies, 

proposing that these should be placed on the Commerce Control List (CCL).59 The 

categories include inter alia AI and machine learning technology, advanced computing 

technology and robotics. Since its proposal, the BIS has awaited public comments and 

has not yet published a final list of emerging technologies that will be added to the 

CCL. In addition, in January 2020, the BIS imposed new export controls on AI 

software that is specially designed to automate the analysis of geospatial imagery. 

Reportedly, the US also plans to propose the rule in the framework of the Wassenaar 

Arrangement on Export Controls for Conventional Arms and Dual-Use Goods and 

Technologies to internationalize it.60 

 

 

56  (Author’s translation) Russian Federation (2020a). 

57  Such as the War Weapons Control Act (Kriegswaffenkontrollgesetz) and the External 
Trade and Payments Act (Außenwirtschaftsgesetz) in conjunction with the Foreign Trade 
Regulation (Außenwirtschaftsverordnung). 

58  US Congress (2018). 

59  See US Industry and Security Bureau (19.11.18). 

60  See Gibson Dunn (2021); SPIE (2020). 
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Beyond that, commercial and military UAV technologies are already part of US export 

control regulations.61 Nevertheless, US export policies on UAV technologies have 

seen certain changes, pursued by the different administrations. The Obama 

Administration strengthened US export control law on UAV technologies and initiated 

a “Joint Declaration for the Export and Subsequent Use of Armed or Strike-Enabled 

UAVs” with almost 50 other states.62 Under the Trump Administration, the US, 

however, weakened to some extent these initiatives. This included declaring a 

unilateral reinterpretation of the MTCR regarding UAVs in the form of a national 

discretion, facilitating a more flexible export control treatment of heavy armed UAVs.63 

In March 2021, it was reported that the Biden Administration will not revoke this 

national discretion. Yet, reportedly, the Biden Administration will try to negotiate a new 

agreement only pertaining to the export of UAVs and will “work with other countries to 

shape international standards for the sale, transfer, and subsequent use of armed 

UAS [unmanned aerial systems].”64 

KEY TAKEAWAYS & RECOMMENDATIONS 

 As the analysis demonstrates, states are only beginning to adapt their export 

control regimes to the characteristics and requirements of enabling 

technologies in the area of LAWS. Focusing only on hardware - as traditional 

export control regimes primarily do - will however prove insufficient. At the 

same time, fundamental questions remain as to whether and how export 

control can be used and enforced to curtail effectively the proliferation of 

weapon systems with autonomous functions and their dual-use components. 

 Therefore, independent studies should be undertaken that analyze whether 

and how export controls can be designed to grapple with the unique nature of 

software that is easily modifiable and could be used in the development of 

LAWS.65 Importantly, this effort should not only be limited to data-driven 

techniques, such as machine learning, but consider the diffusion of software 

more broadly as various techniques and components can enable machine 

autonomy for military purposes. 

 This should be complemented by international multi-stakeholder discussions 

on the design and use of export control in the area of military AI and machine 

autonomy. In this context, the Wassenaar Arrangement on Export Controls for 

Conventional Arms and Dual-Use Goods and Technologies and potentially 

also the MTCR could prove as suitable fora. 

 

 

61  See lists here: USA (2021b); US Bureau of Industry and Security (2020). 

62  See US Department of State (2015); US Department of State (2016). See also: Jensen 
(2016). 

63  The MTCR is implemented through national policies, in the US case through § 742.5 of the 
EAR. See US Bureau of Industry and Security (2021); Stone (2021); Mehta and Insinna 
(2020). 

64  Stone (2021). 

65  A preliminary study indicates that the open source licensing is an inadequate approach for 
soft governance of open source software. See: Lin and Moon (2020). 



 

22 

4. CONCLUSION 

This report has analyzed how states – specifically the US, Russia, China, Japan, and 

Germany in combination with the EU – approach technologies related to weapons with 

autonomous functions and which specific regulations are already in place. 

Overall, the analysis has demonstrated that there are only few regulations in place 

that directly address LAWS. Instead, most policies and regulations cover aspects and 

enabling technologies of LAWS without directly considering weapon systems with 

autonomous functions. Additionally, several states have rather focused on regulating 

non-military applications of AI and have only briefly considered the issue of LAWS. 

Therefore, several key takeaways and best practices can be extracted from the 

analysis: 

 The development of dedicated strategies and policies that consider military 

applications of AI and weapon systems with autonomous functions deserves 

further attention. 

 A multi-stakeholder approach involving experts from civil society, including 

academia, and industry, can prove valuable when embracing and aligning 

different perspectives and formulating policies that are legal, ethical, practical 

and effective. As some states and organizations have relied on such 

approaches already, it might be valuable to exchange best practices on these 

efforts. 

 The extent to which states have put in place substantive weapon review 

mechanisms differs greatly, allowing for distinct approaches to – and perhaps 

even deficiencies in – system safety and robustness. Cross-pollination of 

ideas and the sharing of best practices exercised across states on testing, 

evaluation and validation processes would be valuable. This should also entail 

knowledge exchanges on the special requirements for testing enabling 

technologies of LAWS. 

 In light of the unique character of AI-based data-driven techniques and other 

technologies enabling machine autonomy, states should also scrutinize 

whether their review criteria and verification, validation, test, and 

evaluation (VVT&E) practices are fit for purpose when reviewing AI-enabled 
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systems and systems with autonomous functions, including the software and 

training data they rely on. Testing the reliability and predictability of such 

systems will require fundamentally different practices and criteria than those 

used for traditional weapon systems. 

 At this stage, most regulations govern the deployment of LAWS only implicitly 

which may lead to distinct views on the use of LAWS and diverging 

deployment practices. Therefore, it would be beneficial for states to work 

towards a similar understanding around the question of and limitation for 

deploying systems with autonomous functions, exchange best practices on 

rules of engagement and the training of operators and commanders to 

safeguard human control. 

 Fundamental questions remain as to whether and how export controls can 

be designed and enforced to curtail effectively the diffusion of weapon 

systems with autonomous functions and their dual-use components. Clearly, 

the hardware-based methodology of traditional export control regimes is 

insufficient for addressing the proliferation of technologies that enable 

machine autonomy for military purposes. Therefore, independent studies and 

dedicated international multi-stakeholder discussions could enhance the 

understanding of how export control can be rethought to address the unique 

nature of software and other enabling technologies of LAWS.66 

Several of these steps would require individual states to review and update their 

policies. Especially when it comes to sharing best practices and experiences in 

regulating technologies in the area of LAWS, the GGE on LAWS would however prove 

as an adequate forum for such debates. For specific issues, other international fora 

could prove valuable as well, such as the Wassenaar Arrangement on Export Controls 

for Conventional Arms and Dual-Use Goods and Technologies. 

National practices can shape the norms around the development and use of LAWS, 

contributing to the normative space in which a CCW Protocol might evolve or will be 

contested – e.g. human control in the use of force.67 Therefore, it is important for the 

GGE to understand which national policies and regulations in the area of LAWS exist. 

 

 

66  For further considerations on export controls for LAWS and related technologies, see 
iPRAW (2020). 

67  See Bode and Huelss (2018). 
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