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Digital technologies are characterized by a high degree of complexity. The 
consequences of their use are often difficult to anticipate. For this reason, we need 
research that accounts not only for the technical side but also for the social side 
and explores people’s expectations, perceptions, and knowledge related to digital 
technologies such as artificial intelligence. We are proud to present in partnership with 
the Goethe-Institut the following report on the project “Generation A=Algorithm – 
Reflecting on Artificial Intelligence.”

The Weizenbaum Institute for the Networked Society is a consortium of seven partner 
organizations—five universities and two non-university research institutions—from 
Berlin and Potsdam. We are doing research in the spirit of Joseph Weizenbaum (1923–
2008), who was not only a computer science pioneer but also one of the first critics 
who analyzed the impact of computers on society. He warned against believing in the 
omnipotence of computers and emphasized that digital technology can be designed in 
a way that contributes to individual and collective self-determination. 

The institute is funded by the Federal Ministry of Education and Research. We have 
excellent conditions for conducting fundamental, interdisciplinary, and long-term 
oriented research on the digitally networked society. Currently, around 160 scientists 
work in 21 research groups at the Weizenbaum Institute. They come from many 
different disciplines: social sciences, economics, law, design research, and computer 
science.

In the light of the critical research into digitalization, this survey’s results document 
the uncertainty and ambivalence that young people have with regard to artificial 
intelligence. The concluding recommendations, which are addressed to education 
institutions and political decision-makers, call for more self-determination and 
participation of citizens. I hope that the results of the study and these recommendations 
will receive the attention they deserve.

Prof. Dr. Christoph Neuberger
Managing Director /
Weizenbaum Institute for the Networked Society

Dear Readers
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Artificial intelligence (AI) is a key technology of the 21st century that is deeply 
impacting our societies and will decisively influence future developments.
 
Through its many projects around the world, the Goethe-Institut is shedding light on the 
changes that the automation of our lives will bring and how each and every one of us can 
influence them. It aims to offset resignation toward digitalization and dystopian scenarios 
when considering AI developments not only with critical perspectives but with positive 
narratives as well.
 
For instance, 250 developers, creatives, and researchers from 24 European countries 
participated in a hackathon to develop innovative AI solutions to help tackle the climate 
challenge. In the dialogue series “EU Digital Futures,” artists and researchers discussed 
the future design of AI applications in Europe. In addition, the fellowship program “The 
New New”, realized in collaboration with the Bertelsmann Foundation, supports young 
activists in the creation of digital tools for the public good. All three formats are part 
of the project “Generation A=Algorithm,” which aims to sensitize young adults across 
Europe to the risks, challenges, and opportunities of AI. As part of this project, we have 
also created a survey with the Weizenbaum Institute that focuses on the fears and hopes 
of young Europeans regarding AI applications and will serve as a reference for the 
Goethe-Institut’s further engagement with technological developments in this field.
 
“We and AI — Living in a Datafied World: Experiences & Attitudes of Young 
Europeans” highlights the imperative to better prepare a young generation for a life 
shaped by algorithms and to take the discussions on AI to broader sections of society. 
It also demonstrates that even “digital natives” underestimate the dangers of digital 
data collection and analysis. And it points out that young people often find information 
in social media satisfactory, even though it is now known how the “echo chambers” 
resulting from sorting algorithms can endanger democracy.
 
The opportunities offered by AI applications must always be critically examined and, if 
necessary, regulated. They should be guided by values such as the rule of law, human 
rights, and democracy. This will be difficult to realize, however, as long as power is 
in the hands of a few high-tech corporations. In addition to educators, politicians are 
therefore also called upon to shape the use of AI transparently, sustainably, and in the 
spirit of European values and norms. It is to be hoped that young people’s engagement 
will soon no longer be limited to the demand for a necessary and sustainable climate 
policy but will also include a politically responsible approach to AI.

Wishing you an enjoyable read.

Johannes Ebert
Chairman of the Board / 
Secretary General Goethe-Institut

Dear Readers
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Artificial Intelligence (AI) is probably the most 
dazzling of the many current developments in 
the context of digitalization. Though Joseph 
Weizenbaum’s chatbot ELIZA appeared like a 
technical intelligence to its first users as early 
as 1966, it was a rather simple system based on 
the combination of preformulated expressions 
[1]. Nevertheless, even very simple ELIZA 
fascinated her users, who quickly entered into 
very personal interactions with her. This alerted 
Joseph Weizenbaum to the far-reaching power 
of autonomous computer systems, which have 
potential to not only solve elaborate computing 
problems but even to influence our social 
interactions and psychological well-being.
 
Since then, we have seen a revolution in 
computing and the development and application 
of much more advanced, “real” AI systems 
in almost every sphere of our societies. How 
we speak about AI changed too: we no longer 
refer to systems just simulating intelligence 
by running well-developed but predefined 
algorithms; instead, we talk about software 
that is, for example, based on neural networks 
and able to “learn” from sensor information 
and develop solutions to problems that human 
coders did not even know we had.
 
Still, is intelligence the right term for 
characterizing technical systems? Is the concept 
asserting an autonomy of computers that is far 
from reality? Is it mystifying AI rather than 
clarifying potentials and limitations of it? For 
non-experts in the field (which characterizes 
99.99% of citizens), media stories and political 
debates on AI, its potentials, and its threats are 
hard to separate from science fiction. However, 
as AI applications are being increasingly 
interwoven in all spheres of society, it is of 
utmost importance that basic understanding of 
AI’s use, risk, and potential becomes common 
knowledge. We are not mere users and 
consumers of AI systems such as smartphones 
or smart assistants such as Alexa or Siri; 
more importantly, we are democratic citizens 

and political beings with the responsibility 
and power to decide about the current and 
future architecture of our physical and digital 
environment. As a consequence, our society 
needs thorough knowledge and skills related 
to AI on all levels—politicians and other 
decision-makers as well as industry members, 
citizens, and users of AI-based systems. This 
is challenging, particularly for our education 
system—including vocational education—as 
well as for the media, who have to devote 
sustaining and substantial attention to the AI 
issue. 

The most relevant group when it comes 
to a development with such unforeseeable 
consequences in the future is the social group, 
comprising the youth and younger generations 
in general. Young people are the ones who 
“domesticate” and integrate these technologies 
into their everyday lives more than any others. 
From social science we know perceptions 
and practices when interacting with new 
technologies are being quickly transformed into 
habits, meaning that a skillful and self-reflected 
handling of new technologies should be learned 
as early as possible, if we are to see a self-
determined application of these technologies  
in the future. 
 
This report allows insights not only into 
young Europeans’ knowledge and perceptions 
of AI but also into their ideas about future 
development and regulation of AI. The 
report dives into different spheres where AI 
is increasingly relevant and looks at AI as 
a general technology as well as in specific 
applications. As such, we worked with a broad 
definition of AI as algorithm-based technologies 
capable of performing tasks that typically 
require human intelligence. We hope the data 
provided in the report will serve as a basis 
for future initiatives and research that may 
contribute to a positive development of  
AI applications in Europe.

Introduction 
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This report examines young Europeans’ 
attitudes toward and experiences with AI in a 
broad societal context. It explores how young 
people experience and perceive an increasingly 
datafied world and shed light on their attitudes 
toward AI in various domains. The findings 
show that young Europeans are aware of 
the imminent change brought about by the 
emergent technology but are still divided on 
how to evaluate these developments. Overall, 
the ongoing datafication of everyday life as a 
precondition for the application of AI systems, 
is viewed critically by young Europeans. The 
future of young people will be shaped by 
AI applications in many ways, and there are 
already examples in the present that show how 
people consciously or unconsciously interact 
with AI systems, such as the news feeds on 
social media platforms. Notably, we found that 
Europe’s youth share many similar viewpoints 
and that country-specific deviations occurred 
less frequently than initially assumed. But 
while there are shared attitudes toward AI 
and datafication across European countries, 
the report also reveals fault lines related to 
education. 

Datafication is met with concern for privacy 
and democracy. About 70% of respondents 
were worried to some extent about potential 
data misuses and the distribution of their 
data between companies. Forty-two percent 
described users as rather powerless when 
it comes to data ownership and power over 
what happens to their data. The majority of 
respondents (63%) perceived that social media’s 
data-collection practices could prove harmful to 
democracy.

Data-collection practices are not common 
knowledge among young people. A majority 
of respondents believed that companies did 
not know about their political beliefs (57%), 
religion (68%), or sexual orientation (51%) 
based on the data provided through their digital 
communication.

Respondents voiced considerable distrust 
of state institutions’ handling of data. The 
majority of respondents (57%) expressed a 
certain degree of worry that data about their 
online behavior may be made available to their 
governments. Only about a third of respondents 
(35%) believed that their government was 
committed to using AI in the best interest of 
citizens.

Young people have a positive outlook on 
the opportunities of AI in education. 58% 
of respondents believed that integrating AI 
technology into the learning process would 
enable greater personalization and improve 
learning. At the same time, about the same 
number of participants (61%) did not believe 
that teachers will be replaced by AI. Thus, 
AI applications in education are perceived as 
an addendum rather than a replacement for 
teachers. 

Young Europeans believe that “news will find 
them.” Seventy-four percent of respondents 
indicated that they felt rather comfortable or 
indifferent knowing that an algorithm is used 
to recommend news. A considerable number 
of respondents (58%) believed that they can be 
well informed even without actively seeking 
news.
 
Respondents anticipated a change in their field 
of work and had mixed feelings about it. Young 
people believe that people will lose (47%) rather 
than gain (26%) jobs thanks to AI. Around 
40% of respondents across education levels 
expected job losses within their professions as 
a result of technological advancement. The use 
of tracking and monitoring on the job was met 
with skepticism, as the majority (60%) believed 
it will lead to an exploitation of employees. 
 
Automated decision-making systems were met 
with less discomfort in the context of low-risk 
applications, such as getting a parking ticket 
or a fitness recommendation. However, even 

Report Summary and Key Findings



   

 

8

if higher risk domains were met with more 
skepticism, a notable number of respondents 
did not mind obtaining a medical treatment 
(46%) or having a criminal lawsuit initiated 
(32%) on the basis of automated decision-
making. Fifty-eight percent felt comfortable or 
indifferent about predictive policing. Knowing 
that a human operator oversees the system, 
obtaining an explanation, and having the option 
to appeal to a human specialist tended to make 
respondents more comfortable with the use of 
automated decision-making. 
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The study has been commissioned by the 
Goethe-Institut in the framework of the project 
“Generation A=Algorithm” to understand how 
young people across Europe relate to AI in its 
different forms. The study was conceptualized 
by a team at the Weizenbaum Institute for 
the Networked Society. Data collection was 
conducted between February and March 2021 
by the online panel provider respondi using a 
standardized online questionnaire.
 
 The countries included in the study were 
chosen following the logic of regional diversity 
of European Union (EU) countries in terms of 
geography (North/South/East/West) and size, 
bearing in mind similarities and differences in 
education systems and economic standards. 
Countries included in the study were Germany, 
France, Greece, Italy, Poland, and Sweden.

 Samples in each country were assembled 
via online panels using census-based quotas for 
education in the age group between 18 and 30 
years. Where such quotas were not available, 
respondi calculated them based on the data 
available at Eurostat. 

 It should be noted that despite the use of 
quotas, non-probability sampling via voluntary 
online panels cannot be considered fully 
representative of the larger population. Even 
though most people in the EU, and particularly 
in the age group covered in this study, have 
access to the internet and use the internet on a 
daily basis, online panels tend to overrepresent 
well-educated, digitally savvy individuals. 
In addition, online panels tend to reinforce 
self-selection bias: members of the panel are 
typically invited to fill in a questionnaire, and 
those who find the topic of the study interesting 
are more likely to participate in  
the study. 

 The original survey was constructed 
in English and translated by a group of 
professional translators in German, French, 
Greek, Italian, Polish, and Swedish. The 
translated questionnaires were then checked 
by another group of professional translators 
for coherence between languages. The 
final differences in wording between the 
questionnaires were minor and served only 
to address particularities of a national and 
linguistic context.

 The survey took approximately 20 minutes to 
complete.

 You can find more information about the 
methodology here: https://www.weizenbaum-
institut.de/media/Publikationen/WE_AI/
methodology_documentation.pdf

 For any further inquiries, please contact 
emilija.gagrcin@fu-berlin.de 

Methodology

https://www.weizenbaum-institut.de/media/Publikationen/WE_AI/methodology_documentation.pdf
https://www.weizenbaum-institut.de/media/Publikationen/WE_AI/methodology_documentation.pdf
https://www.weizenbaum-institut.de/media/Publikationen/WE_AI/methodology_documentation.pdf
mailto:emilija.gagrcin@fu-berlin.de 
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The dataset consists of responses to a 
standardized questionnaire provided by young 
people between the ages of 18 and 30 in six 
European countries—Germany, France, Greece, 
Italy, Poland, and Sweden. In total, 3,000 
Europeans1 participated.

The overall sample was gender-balanced, with 
half of the sample consisting of respondents 
identifying as female2. The average age in the 
sample was 25 years, with the highest average 
in Germany (26) and the lowest in Sweden (24). 

Fifty-four percent of the surveyed sample 
had reached a medium level of education, 
27% of the sample had reached a high level 
of education, and 19% of the respondents had 
acquired a low level of education, according 
to the International Standard Classification of 
Education categorization. 

The majority of the sample identified as white 
European, while there were minorities of 
respondents in each country who identified 
as either Black European; person of African 
descent, North African descent, Middle Eastern 
or Arabic descent, East Asian descent, or South 
Asian descent; or Roma, Sinti, or Traveller3.

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

1 After the adjustment of raw data, the dataset 
contained 2889 respondents.  
2 Respondents were asked to identify as either 
men or women or to self-describe their gender 
identity. 
3 Respondents were asked to name the racial 
or ethnic group(s) they most identified with. 
They were able to choose one or several of the 
following categories: Black European; Person 
of African descent [African, Carribean], 
East Asian descent, Middle Eastern or Arabic 
descent, North African descent, or South 
Asian descent; White European or ethnic; 
White European ethnic minority; Roma; Sinti; 
Traveller; or Other. Respondents who did not 
want to disclose their racial identity had the 
opportunity to select “Prefer not to say.”

Demographic Profile of the Research Sample
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1212I.  
Young European’s Relationship with AI

Currently, AI is largely viewed as one of the key technologies of the 21st century. 
However, whether AI presents a potential for social progress or a particularly 
profound risk to individual self-determination is a matter of debate. As we think 
of younger generations as the vehicle of social change, it is crucial to understand 
the extent to which young people are prepared to accept, shape, and challenge 
the integration of AI technologies in their daily lives. 

We asked young Europeans for the terms they associated with AI, for self-
assessments of their knowledge related to AI, and about the frequency with 
which they have come into contact with AI-related topics.
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Even though AI is difficult to understand and 
describe in all of its aspects and consequences, 
people typically associate technologies with 
certain traits. Therefore we asked young 
Europeans about their associations with AI by 
positioning them between two bipolar adjective 
pairs. The data were relatively consistent 
across all surveyed countries and with no major 
differences in the attributions given by male and 
female respondents. Results indicate that AI is 
associated with positive traits: it is considered 

to be rather smart and accurate. Yet AI is still 
not perceived as uniformly necessary. Perhaps 
unsurprisingly, AI is largely considered to be 
complex. All four examples illustrate that a fair 
share of young people position themselves in 
the middle, signaling an absence of a strong 
value attribution. 

AI considered to be accurate, convenient, 
necessary… and complex

Unnecessary

ComplexSimple

4.2%

3.7%

Stupid

Do you feel artificial intelligence is 
rather stupid or smart?

Do you feel artificial intelligence is 
rather unnecessary or necessary?

Do you feel artificial intelligence is 
rather simple or complex?

AccurateLax

Do you feel artificial intelligence is 
rather lax or accurate?

Base: tendency toward answering option; scale: 1 
(stupid), 2, 3, 4, 5, 6, 7 (smart); n = 2,889

Base: tendency toward answering option; scale: 1 
(simple), 2, 3, 4, 5, 6, 7 (complex); n = 2,889

Base: tendency toward answering option; scale: 1 (lax), 
2, 3, 4, 5, 6, 7 (accurate); n = 2,889

Base: tendency toward answering option; scale: 1 
(unnecessary), 2, 3, 4, 5, 6, 7 (necessary); n = 2,889

22.7%24.2%20.4%17.3%

4.4%

11.2%16.5%26.5%26.4%9.9%

2.6%

12.6%20.7%26.1%24.2%9.2%

4.6%

4.0%

19.4%20.8%21.6%20.2%9.2%

4.8%

Smart7.5%

5.1%

Necessary
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4.4%
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12.6%20.7%26.1%24.2%9.2%

4.6%

4.0%

19.4%20.8%21.6%20.2%9.2%

4.8%

Smart7.5%

5.1%

Necessary
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25.2% 26.2%

24.0%

21.6%

24.3%

54.1%

49.9%

27.2%

23.4%

49.4%

Base: agreement; scale: rarely (agg. from never, rarely), 
occasionally, frequently (agg. from frequently, very 
frequently); n = 2,820

the collection of user data online?

the use of artificial intelligence
in education?

companies using artificial intelligence 
to manage their employees?

Base: agreement; scale: rarely (agg. from never, rarely), 
occasionally, frequently (agg. from frequently, very 
frequently); n = 2,820

Base: agreement; scale: rarely (agg. from never, rarely), 
occasionally, frequently (agg. from frequently, very 
frequently); n = 2,814

Base: agreement; scale: rarely (agg. from never, rarely), 
occasionally, frequently (agg. from frequently, very 
frequently); n = 2,803

In the last 12 months, how often have 
you heard or read news reports about 
opportunities and risks of...

the use of social media algorithms? 

48.3%

26.4%

● Frequently
● Occasionally
● Rarely

● Frequently
● Occasionally
● Rarely

Young people were most exposed to topics 
related to the use of AI applications on social 
media platforms, perhaps because these 
relate most obviously to the lifeworld of 
young people. About half of all respondents 
indicated having frequently heard or read news 
or discussions about data collection online 
and the use of social media algorithms in the 
past 12 months. Yet during the same period, 
considerably fewer respondents heard or read 
about the use of artificial intelligence in the 

context of employee management in companies 
and in education. Topic exposure varied across 
the surveyed countries. For example, around 
half of the Greek and Polish respondents 
indicated that they had frequently encountered 
news about the collection of user data and the 
use of social media algorithms in the past 12 
months, while only around one-third of German 
respondents indicated the same.

Debates on user data and social media algorithms 
reach young Europeans
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24.0%

21.6%

24.3%
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● Frequently
● Occasionally
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Rather agree Neither Rather disagree

60

50

40

30

20

10

● 31.4%
● 28.0%
● 23.5%● 24.6%

● 25.5%
● 20.2%● 56.3%

● 47.4%
● 43.1%

Base: Agreement ; scale: rather disagree (agg. from 
strongly disagree, disagree, somewhat disagree), neither, 
rather agree (agg. from somewhat agree, agree, strongly 
agree); n = 2,788

I am perfectly able to understand and 
assess risks and opportunities of 
artificial intelligence

● High education
● Medium education
● Low education

Related to young Europeans’ perceived 
understanding of AI, around half of the 
respondents believed that they were able 
to understand and assess the risks and 
opportunities of AI, however with notable 
differences with regard to the educational 
background of respondents, as illustrated in the 
graph. There are also gender differences: men 
were more likely to indicate a higher level of 
confidence in their ability to assess implications 
of AI than women. This finding underscores 

the need to make discussions about AI and its 
impact on society more accessible and relevant 
to different groups of people.

A need for more accessible AI conversations
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18 19II.  
Education and Artifical Intelligence

Schools and universities are increasingly incorporating AI-based solutions. 
Educational tools such as digital assistants or chatbots aiming to personalize 
the experience of students or tools to help teachers reduce their administrative 
workload or assist in grading are transforming how we learn and teach today. 
AI in education (AIED) can be used for tracking students’ attendance, tailoring 
schedules and coursework to their needs, and grading and assessing students’ 
individual performances, with the aim to provide deeper insights into students’ 
learning behaviors, reaction times, or emotions [2], [3]. As such, many hope 
that AIED will make education more inclusive, flexible, personalized, and 
effective while complementing traditional pedagogical methods and dissolving 
traditional hierarchies of standardization [4], [5]. AIED has yet to live up to 
such expectations. At the same time, the development and use of AIED are 
accompanied by a host of ethical and legal concerns about data collection, 
data storage, and data processing and whether data collection is warranted for 
such purposes. 

In the following, survey participants were asked about the extent to which they 
were satisfied with the digital literacy education they received in the course 
of their formal education; we also asked respondents to evaluate some of the 
common expectations toward AIED. 
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Base: amount (by country); scale: too little (agg. from 
far too little, too little), about right, too much 
(agg. from too much, far too much); n = 2,748

Upper bar. Base: agreement by country; scale: disagree 
(agg. from strongly disagree, disagree, somewhat 
disagree), neither, agree (agg. from somewhat agree, 
agree, strongly agree); n = 2,818

Base: agreement by country; scale: disagree (agg. from 
strongly disagree, disagree, somewhat disagree), neither, 
agree (agg. from somewhat agree, agree, strongly agree); 
n = 2,826

Base: amount (by country); scale: too little (agg. from 
far too little, too little), about right, too much 
(agg. from too much, far too much); n = 2,743

Too little

About right

About right

Too much

Too much

Too little

DE 61.6%
FR 61.8% 
GR 43.3% 
IT 48.2% 
POL 62.6%
SE 51.9%

DE 25.1%
FR 27.7% 
GR 30.1%
IT 35.7% 
POL 26.6%
SE 28.9%

DE 40.8%
FR 48.8% 
GR 48.4% 
IT 35.5% 
POL 48.0%
SE 41.1%

DE 43.7%
FR 40.3% 
GR 28.5%
IT 47.8% 
POL 40.5%
SE 37.0%

DE 13.3%
FR 10.4%
GR 26.5%
IT 16.1%
POL 10.8%
SE 19.3%

DE 15.5%
FR 10.9%
GR 23.1%
IT 16.7%
POL 11.5%
SE 21.9%

In the course of your education, how 
much have you learned about digital 
literacy?

In the course of your education, how much 
have you learned about programming?

Pupils should be taught more
about digital literacy 63.4% 19.8% 16.7%

Pupils should be taught more 
digital ethics at school 67.6% 18.5% 14.0%

43.8%

54.9%

29.0%

16.1%

39.6%

16.6%

● Rather agree
● Neither
● Rather disagree

The participants evaluated digital literacy 
in their own formal education relatively 
poorly: 40% stated that the amount of 
digital literacy education was about right, 
while 44% thought they learned too little. In 
contrast, the programming knowledge taught 
was rated as too low. Sixty-three percent of 
respondents believed that pupils should be 
taught digital literacy and 68% believed that 
pupils should learn about digital ethics more 
extensively in the future. Findings suggest that 

respondents acknowledged a need to develop 
new skills that would allow them to navigate 
challenges and seize opportunities of emergent 
technology. 

School education is on a good, but not yet 
on the best path
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Base: amount (by country); scale: too little (agg. from 
far too little, too little), about right, too much 
(agg. from too much, far too much); n = 2,748

Upper bar. Base: agreement by country; scale: disagree 
(agg. from strongly disagree, disagree, somewhat 
disagree), neither, agree (agg. from somewhat agree, 
agree, strongly agree); n = 2,818

Base: agreement by country; scale: disagree (agg. from 
strongly disagree, disagree, somewhat disagree), neither, 
agree (agg. from somewhat agree, agree, strongly agree); 
n = 2,826

Base: amount (by country); scale: too little (agg. from 
far too little, too little), about right, too much 
(agg. from too much, far too much); n = 2,743

Too little

About right

About right

Too much

Too much

Too little

DE 61.6%
FR 61.8% 
GR 43.3% 
IT 48.2% 
POL 62.6%
SE 51.9%

DE 25.1%
FR 27.7% 
GR 30.1%
IT 35.7% 
POL 26.6%
SE 28.9%

DE 40.8%
FR 48.8% 
GR 48.4% 
IT 35.5% 
POL 48.0%
SE 41.1%

DE 43.7%
FR 40.3% 
GR 28.5%
IT 47.8% 
POL 40.5%
SE 37.0%

DE 13.3%
FR 10.4%
GR 26.5%
IT 16.1%
POL 10.8%
SE 19.3%

DE 15.5%
FR 10.9%
GR 23.1%
IT 16.7%
POL 11.5%
SE 21.9%

In the course of your education, how 
much have you learned about digital 
literacy?

In the course of your education, how much 
have you learned about programming?

Pupils should be taught more
about digital literacy 63.4% 19.8% 16.7%

Pupils should be taught more 
digital ethics at school 67.6% 18.5% 14.0%

43.8%

54.9%

29.0%

16.1%

39.6%

16.6%

● Rather agree
● Neither
● Rather disagree
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AI will help to 
improve learning 
processes

AI will replace 
teachers

AI will help to 
reduce inequalities 
in education

Top bar. Base: agreement; scale: rather disagree (agg. 
from strongly disagree, disagree, somewhat disagree), 
neither, rather agree (agg. from somewhat agree, agree, 
strongly agree); n = 2,809

Second bar. Base: agreement; scale: rather disagree (agg. 
from strongly disagree, disagree, somewhat disagree), 
neither, rather agree (agg. from somewhat agree, agree, 
strongly agree); n = 2,801

Third bar. Base: agreement; scale: rather disagree (agg. 
from strongly disagree, disagree, somewhat disagree), 
neither, rather agree (agg. from somewhat agree, agree, 
strongly agree); n = 2,809

Lower bar. Base: agreement; scale: rather disagree (agg. 
from strongly disagree, disagree, somewhat disagree), 
neither, rather agree (agg. from somewhat agree, agree, 
strongly agree); n = 2,793

AI will help to adapt 
learning to the needs
of individual learners

18.2%23.1%58.7%

60.9%16.4%22.6%

18.7%

25.3%29.1%45.6%

24.1%57.2%

● Rather agree
● Neither
● Rather disagree

The results echo the common expectations that 
integrating AI technology into the learning 
process will enable greater personalization and 
improve learning. As the majority did not 
believe that teachers will be replaced by AI, 
findings contradict popular concerns among 
practitioners and educational institutions related 
to being replaced by AI [6]. Finally, respondents 
were not completely convinced about the 
possible positive outcomes of AI-based 
education for everyone—perhaps this is a

reason that the demands for more digital 
literacy receive strong support.

AI is expected to improve and personalize  
learning processes



22 23Educational institutions as preferred  
standard setters, not tech companies 

As AIED tools are being developed at a 
fast pace, we asked young people whom 
they  thought should be setting standards for 
development and use of AIED. The results 
are consistent across genders, educational 
backgrounds, and surveyed countries and 
indicate that respondents clearly favored 
educational institutions, while tech companies 
were least favored as standard-setters next 
to students themselves. The findings clearly 
contest the status quo, according to which 

educational institutions and teachers are mostly 
excluded from the development process by 
commercial technologies [7]. Moreover, 
students are typically not part of these 
conversations: technologies developed for  
them are rarely developed with them. 

18.9% 20.2%

In your opinion, who should be deciding 
on how artificial intelligence should be 
used in education?

Base: sorted preference; options: the state, educational 
institutions, students, technology companies; n = 2,889

Pupils

The State

The 
Educational 
Institutions

Technology 
Companies

24.2%

36.7%



24



24 25III.  
Labor and Artifical Intelligence

While the extent is not yet clear, it is very likely that most occupational fields 
will be transformed by the introduction of AI to some degree [8]. Physical and 
routine tasks can be replaced by technology [9], and the role played by humans 
is changing. New roles emerge such as guiding and accompanying the work of 
the machines and ensuring that the machines are effective and responsible [10]. 
However, not only are technological competences becoming indispensable; 
there is also a higher demand for nontechnical competences (soft skills), such as 
problem-solving, analytical thinking, and other social and emotional skills [11]. 

AI technologies also bear new challenges for workers’ rights. Companies can 
(and do) track and monitor their employees and analyze their behavioral data 
with the help of AI technologies to increase efficiency and productivity. Such 
technology deployment can jeopardize not only workers’ privacy but also their 
right to just, safe, and healthy working conditions. Furthermore, principles of 
equality and fairness in the context of employment may be undermined [12], 
[13], particularly when managers uncritically rely on the evaluations made by  
AI applications [14]. 

The perspective of young Europeans is particularly significant here, as young 
people are at the beginning of their professional lives and will be affected to a 
greater extent by the potentials and challenges of AI systems in labor contexts.
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The ability to monitor and track workers 
through digital technologies will increase with 
AI systems. Future employees view this trend 
with concern. Notably, 59% of participants 
believed at least to some extent that tracking 
and monitoring on the job would lead to 
an exploitation of employees. Educational 
background makes a slight difference: 
respondents with a higher level of education 
believed more strongly that tracking and 
monitoring employees through technology 
would lead to exploitation. 

80

● 21.1%
● 19.8%
● 14.9%
* 18.6%

● 27.5%
● 22.3%
● 18.7%
* 22.3%● 66.4%

● 57.9%
● 51.4%
* 59.1%

70

60

50

40

30

20

10

0

Base: agreement; scale: rather disagree (agg. from 
strongly disagree, disagree, somewhat disagree), neither, 
rather agree (agg. from somewhat agree, agree, strongly 
agree); n = 2,768

Tracking and monitoring employees 
through technology leads to exploitation 
of employees

● High education
● Medium education
● Low education
* Average

Rather agree Neither Rather disagree

Tracking and monitoring of employees  
associated with exploitation
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Comfortable UncomfortableIndifferent

Comfortable UncomfortableIndifferent

How would you feel about an artificial 
intelligence system scanning CVs for 
unqualified applicants for a job?

How would you feel about an artificial 
intelligence system scheduling your 
working hours?

Top bar. Base: level of comfort; scale: uncomfortable 
(agg. from very uncomfortable, uncomfortable, somewhat 
uncomfortable), indifferent, comfortable (agg. from 
somewhat comfortable, comfortable, very comfortable); 
n = 2,805

Lower bar. Base: level of comfort, scale: uncomfortable 
(agg. from very uncomfortable, uncomfortable, somewhat 
uncomfortable), indifferent, comfortable (agg. from 
somewhat comfortable, comfortable, very comfortable), 
n = 2,809

46.8%17.4%

DE 58.1% FR 50.3% GR 37.7% 
IT 47.0% POL 49.7% SE 39.7% 

35.9%

DE 27.1% FR 34.0% GR 46.3%
IT 33.7% POL 31.7% SE 42.9% 

DE 46.1% FR 37.7% GR 41.7% 
IT 27.4% POL 47.8% SE 30.6% 

DE 34.1% FR 44.8% GR 41.5%
IT 46.3% POL 31.5% SE 48.1%

DE 19.8% FR 17.5% GR 16.8% 
IT 26.3% POL 20.7% SE 21.3%

DE 14.7% FR 15.7% GR 16.1% 
IT 19.3% POL 19.0% SE 19.5%

38.5%20.4%41.1%

Mixed feelings regarding the use of AI 
in managerial tasks 

Organizations may employ AI applications 
to enhance various workflows and increase 
productivity and efficiency. For example, AI 
applications are used to automatically search, 
filter, select, and recommend job applicants 
[15]. Moreover, some companies use AI to 
automatically assign workers to tasks or to 
schedule their working shifts based on different 
parameters [16]. We asked our respondents how 
comfortable they felt with AI being applied in 
these domains. In the case of job applications, 
more respondents felt rather uncomfortable 
(47%) than comfortable (36%). Prominently, 

about half of the German (58%), French (50%), 
Italian (47%), and Polish (50%) samples felt 
uncomfortable with this, while the same was 
true for only 38% respondents from Sweden  
and Greece. Regarding the automatic scheduling 
of working hours, the majority in the sample 
(62%) indicated feeling either comfortable 
or indifferent with the use of AI. Here, too, 
country differences are visible: while less than 
one third of Italian (27%) and Swedish (31%) 
respondents indicated feeling uncomfortable, 
this was the case for almost half of German 
(46%) and Polish (48%) respondents.
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Given the ongoing discussions regarding job 
creation versus job loss due to technological 
advancement [17], we analyzed young people’s 
perceptions of job-related opportunities in light 
of the emergence of AI technologies. Young 
Europeans tend to have a more pessimistic view. 
Overall, our respondents believed that people 
will lose (47%) rather than gain (27%) 
jobs due to AI. When it comes to their own 
professions, however, no clear tendency in 
expectations is observable: one-third was 

rather positive, while another third had a rather 
negative perspective on the matter. Particularly, 
respondents with high educational levels had 
a positive outlook on the potential of AI for 
creating jobs in their profession.

Job-related fears among respondents

28.3%

25.7%

26.1%

Base: tendency towards answering option (by level of 
education); scale: 1, 2, 3 (leaning towards many people 
will lose jobs because of AI technologies), 4 (neither), 
5, 6, 7 (leaning towards AI technology will create new 
jobs for people), n = 2,889

Base: tendency towards answering option (by level of 
education); scale: 1, 2, 3, (leaning towards many people 
of my profession will lose jobs because of AI 
technologies), 4 (neither), 5, 6, 7 (leaning towards AI 
technology will create new jobs for people of my 
profession), n = 2,889

Many people will 
lose jobs because 
of AI technologies

AI technology 
will create new 
jobs for people

Many people of 
my profession will 
lose jobs because 
of AI technologies

AI technology 
will create new 
jobs for people 
of my profession

50.6%

47.0%

42.8%

21.2%

27.3%

31.0%

26.3%46.5% 27.2%

Average

39.9%

32.1%

30.3%

37.6%

37.1%

32.9%

22.4%

30.8%

36.5%

Job loss in my profession because
of AI technologies

Job loss because of AI technologies

HIGH EDUCATION

MED EDUCATION

33.1%36.1% 30.8%

Average

HIGH EDUCATION

MED EDUCATION

NeitherNeither

LOW EDUCATION LOW EDUCATION
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28.3%

25.7%

26.1%

Base: tendency towards answering option (by level of 
education); scale: 1, 2, 3 (leaning towards many people 
will lose jobs because of AI technologies), 4 (neither), 
5, 6, 7 (leaning towards AI technology will create new 
jobs for people), n = 2,889

Base: tendency towards answering option (by level of 
education); scale: 1, 2, 3, (leaning towards many people 
of my profession will lose jobs because of AI 
technologies), 4 (neither), 5, 6, 7 (leaning towards AI 
technology will create new jobs for people of my 
profession), n = 2,889

Many people will 
lose jobs because 
of AI technologies

AI technology 
will create new 
jobs for people

Many people of 
my profession will 
lose jobs because 
of AI technologies

AI technology 
will create new 
jobs for people 
of my profession

50.6%

47.0%

42.8%

21.2%

27.3%

31.0%

26.3%46.5% 27.2%

Average

39.9%

32.1%

30.3%

37.6%

37.1%

32.9%

22.4%

30.8%

36.5%

Job loss in my profession because
of AI technologies

Job loss because of AI technologies

HIGH EDUCATION

MED EDUCATION

33.1%36.1% 30.8%

Average

HIGH EDUCATION

MED EDUCATION

NeitherNeither

LOW EDUCATION LOW EDUCATION
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30 31IV.  
Datafication

Data collection and its use for commercial purposes and surveillance affect 
all aspects of our lives: how we communicate, work, and rest. It impacts our 
chances to find a job or receive a loan and it even shapes the ways in which 
we form personal relationships. There are few aspects of our lives that tech 
companies have yet to translate into data. While some argue that technologies 
driven by data can benefit society, critics continue pointing out that benefits are 
unequally distributed and can reinforce social inequalities [18], [19] and violate 
human rights [21]. This, in part, is a consequence of what has been described as 
surveillance or data capitalism [22], [23]. These concerns reflect that, beyond 
individual harms, datafication practices can generate privacy harms for whole 
groups or communities [24]. In addition to privacy harms, datafication has 
resulted in power asymmetries between those with access and resources to 
collect and make use of data [25] and those whose data is being used. 

As conversations over the regulation of data collection, its use, and its abuse 
are ongoing across Europe (e.g., European Commission, Council of Europe, 
Organisation for Economic Co-operation and Development) [26], too little is 
known about how (young) Europeans perceive and experience datafication at  
the intersection with privacy. 
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Rather agree Neither Rather disagree

I am worried that my personal data (such as 
my browsing and search behavior, name, and 
location) are misused by others

Base: agreement (by level of education); scale: rather 
disagree (agg. from strongly disagree, disagree, somewhat 
disagree), neither, rather agree (agg. from somewhat 
agree, agree, strongly agree); n = 2,810
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0

● 13.7%
● 13.4%
● 12.5%
* 13.0%

● 21.2%
● 16.9%
● 14.3%
* 17.0%

● 72.3%
● 70.6%
● 65.1%
* 70.1%

● High education
● Medium education
● Low education
* Average

Despite widespread beliefs that people—and 
especially young people—do not care about 
privacy, this report provides evidence for the 
opposite. About 70% of respondents were 
worried to some extent about potential data 
misuse and distribution of their data.

Great concern over data collection
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We asked respondents whether they believed 
that companies could gain sensitive and political 
information about their identity and personal 
lives from data. Respondents were divided 
over these questions. About half of the overall 
sample believed that companies could know 
about their race, sexual orientation, or ethnicity 
based on their data, whereas 50% didn’t. A 
majority of respondents believed that companies 
did not know about their political beliefs 
(57%) or their religion (68%). These findings 

underscore that young people underestimate 
the potential of AI-based data analytics. This is 
particularly important as a lack of knowledge 
in regard to the depth of datafication is likely 
to impede people’s ability and eagerness to 
evaluate the consequences and potential harms 
of datafication. 

What do you think companies know about you 
based on what you do online?

Base: belief about companies knowing about indicated 
practice; scale: no, yes; n = 2,889

My political beliefs My race or ethnicity

YES

NO

My sexual orientation My religion

42.7%

57.3%

YES

NO

48.7%

51.3%

YES

NO

31.8%

68.2%

YES

NO

49.9%

50.1%

Data collection practices are not  
common knowledge
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25.0% 27.1%

45.8%

When it comes to data collection, social 
media companies prioritise my needs as a 
user over the company’s needs

When it comes to data collection, my 
interests as a user matter little in 
comparison to the company’s interests.

Base: agreement; scale: rather disagree (agg. from 
strongly disagree, disagree, somewhat disagree), neither, 
rather agree (agg. from somewhat agree, agree, strongly 
agree), n = 2,775

Base: agreement; scale: rather disagree (agg. from 
strongly disagree, disagree, somewhat disagree), neither, 
rather agree (agg. from somewhat agree, agree, strongly 
agree), n = 2,771

47.9%

27.6% 26.5%

● Rather agree
● Neither
● Rather disagree

The notion that mass data collection is 
necessary and justified for creating 
technological advancement has been promoted 
alongside data-collection practices that are 
carried out with minimal caution or consent 
[24]. As many disagree that these ends justify 
the means, many questions are left unanswered: 
Whose interests are protected and reflected in 
the AI systems that are being built using our 
data? Only around 25% of respondents believed 
that social media companies prioritize their 
needs as a user over the company’s needs. 

Companies perceived to disregard users’ needs
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36V.  
Platforms & Algorithms

Even though social media platforms such as Facebook, Twitter, Instagram, and 
TikTok differ in terms of infrastructure, they all rely on algorithms for sorting 
and selecting the information that is presented to users. Algorithms are used 
to recognize patterns behind users’ behavior—whom we interact with, what 
we click on—and sort, rank, filter, and recommend information that composes 
their social media feed [27]–[29]. Generally speaking, algorithms used by 
social media platforms promote content that wins the most engagement from 
users. Because content that provokes negative emotions—such as anger or 
fear—draws the most engagement, researchers and members of civil society 
have, for many years, argued that social media platforms amplify tribalism and 
radicalization. 

Notwithstanding, social media platforms are central spaces where young people 
experience and practice political communication [30]. They are places for 
young people not only to seek information, voice their political opinions, and 
organize for civic and political purposes but also to engage in a host of other 
activities, such as keeping up with their friends and creative self-expression 
(e.g., [31]). Moreover, social media platforms are perhaps the most direct space 
where young people interact with AI systems. This is why it is particularly 
important to understand young people’s relationship with algorithmic content 
curation, young people’s algorithmic awareness, and their attitudes toward 
automated decision-making deployed by social media platforms.
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Facebook

Instagram
YouTube

Snapchat

TikTok

Twitter

17.8%

12.4%
21.3%

58.0%

64.8%

82.2%

75.5%

24.5%

35.2%

78.7%

42.0%

87.6%

Which of the following platforms 
do you use? 

Base: use of the indicated platform; scale: no, yes; 
n = 2,889

● Yes
● No
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It is common that people do not notice that 
algorithms are at work until they produce 
unexpected or surprising results [32]. 
Consequently, people develop what has been 
called algorithmic awareness over time through 
learning by doing. Given that most of the 
respondents used social media daily, it may 
not be surprising that 72% of all respondents 
indicated they would frequently become  aware 
that their social media feed was based on their 
previous online behavior; less than 10% said 

they never or rarely noticed this. Education 
matters for algorithmic awareness: while almost 
80% of highly educated respondents were aware 
of personalized algorithmic curation frequently, 
this was only true for only about 60% of those 
with low levels of education (cf., [33]). 

Frequently RarelyOccassionaly
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0

While online, how often do you become aware 
that recommendations, advertisements and 
other content presented to you are based on 
your online behavior in the past?

Base: frequency (by level of education); scale 
(frequency): rarely (agg. from never, rarely), 
occasionally, frequently (frequently, very frequently); 
scale (education): low, medium, high; n = 2,833

● High education
● Medium education
● Low education
* Average

● 24.9%
● 19.0%
● 16.7%
* 19.4%

● 77.8%
● 72.2%
● 63.3%
* 72.1%

● 11.9%
●  8.8%
●  5.5%
*  8.5%

High awareness of personalized content curation
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While news recommender systems are 
prevalent in today’s information environments, 
they are not uncontroversial due to issues 
of transparency, data use, diversity of news 
content, and user control [34]. Nonetheless, 
across all the surveyed countries, 74% of 
respondents indicated that they felt rather 
comfortable or indifferent knowing that an 
algorithm was used to recommend news to 
them. While differences between countries 
were generally neglectable, Poland posed an 

exception: almost 40% of respondents indicated 
some level of discomfort with automated news 
recommendations. 

UncomfortableIndifferentComfortable

How would you feel about an artificial 
intelligence system deciding about news 
recommendations you get at the end of 
an article?

Base: level of comfort; scale: uncomfortable (agg. 
from very uncomfortable, uncomfortable, somewhat 
uncomfortable), indifferent, comfortable (agg. from 
somewhat comfortable, comfortable, very comfortable); 
n = 2,807

26.3%26.8%46.9%

Automated news recommendations  
widely accepted
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30.2%19.0%50.7%DE DE

FR

GR

IT

POL

SE

Base: agreement (by country); scale: rather disagree 
(agg. from strongly disagree, disagree, somewhat 
disagree), neither agree not disagree, rather agree (agg. 
from somewhat agree, agree, strongly agree); n = 2,840

Base: agreement (by country; scale: rather disagree (agg. 
from strongly disagree, disagree, somewhat disagree), 
neither agree nor disagree, rather agree (agg. from 
somewhat agree, agree, strongly agree); n = 2,826

I can be well informed even when I don’t 
actively follow the news.

I don’t worry about keeping up with the 
news because I know news will find me.

● Rather agree
● Neither
● Rather disagree

● Rather agree
● Neither
● Rather disagree

38.8%

50.4%

50.5%

33.2%

51.6%

48.5%

20.3%

20.9%

25.3%

27.0%

20.9%

24.1%

40.9%

28.7%

24.2%

39.8%

27.5%

27.4%

FR

GR

IT

POL

SE

15.9%17.7%66.4%

21.5%18.1%60.3%

24.5%23.5%52.0%

18.6%19.4%62.0%

27.0%18.7%54.3%

As social media platforms are steadily 
replacing traditional media channels [28], [30], 
a considerable number of respondents (58%) 
in all six countries believed they could be 
well informed even without actively seeking 
news [20]. Given the fact that algorithmically 
curated social media feeds do include news 
recommendations based on our general media 
use, peer connections, and our peers’ social 
media use, this might not come as a surprise. 
However, these developments do warrant 

concern, as not all users “attract” news in the 
same way. Research shows that those who 
consume more political content online are 
more likely to be shown news content [35]. In 
other words, relying on algorithmic curation 
consolidates information inequalities and puts 
those who are, for various reasons, already less 
informed at a disadvantage.

Widespread belief that “news will find me” 
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Base: agreement (by country); scale: rather disagree 
(agg. from strongly disagree, disagree, somewhat 
disagree), neither agree not disagree, rather agree (agg. 
from somewhat agree, agree, strongly agree); n = 2,840

Base: agreement (by country; scale: rather disagree (agg. 
from strongly disagree, disagree, somewhat disagree), 
neither agree nor disagree, rather agree (agg. from 
somewhat agree, agree, strongly agree); n = 2,826

I can be well informed even when I don’t 
actively follow the news.

I don’t worry about keeping up with the 
news because I know news will find me.

● Rather agree
● Neither
● Rather disagree

● Rather agree
● Neither
● Rather disagree
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15.9%17.7%66.4%

21.5%18.1%60.3%

24.5%23.5%52.0%

18.6%19.4%62.0%

27.0%18.7%54.3%
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The possibility of reaching social media 
users through personalized advertising is 
also increasingly used in political election 
campaigns (so-called political microtargeting). 
The Cambridge Analytica scandal has led to 
an extensive debate about the permissibility 
and limits of such measures. In general, young 
people feel that they benefit from algorithmic 
recommendations: 38% of participants said they 
benefit a lot. Half of the respondents stated that 
they benefit to some extent. 

However, not all algorithmically curated content 
is seen as equally beneficial. In the surveyed 
sample, political advertisements were not 
particularly appreciated. 

27.2% 34.4%

59.8% 22.8% 17.5%

To what extent have you benefitted from...

content recommendations on social media 
platforms?

Base: extent of benefit; scale: little (agg. from not at 
all, slightly), somewhat, a lot (agg. from moderately, 
extremely); n = 2,733

Base: extent of benefit; scale: little (agg. from not at 
all, slightly), somewhat, a lot (agg. from moderately, 
extremely); n = 2,658

political advertisements on social media 
platforms?

38.4%

● A lot

● Little
● Somewhat

Low appreciation of political ads
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44VI.  
Governing Data & Democratic Citizenship

Evidence of the large impact that AI and datafication have on our political lives 
is omnipresent. Whether it is bots deployed by foreign governments to disrupt 
European and national elections, security breaches that facilitate the misuse 
of personal data for political purposes, or algorithmic content moderation that 
motivates extremism, our rights to privacy and political participation are in need 
of attention and protection. 

On the individual level, our democratic values require data sovereignty to 
ensure individual self-determination. On the collective level, as ever more 
AI applications are used to filter content and moderate speech online, control 
over data and the design of the public sphere is a deeply democratic issue [36]. 
Scholars, politicians, and activists have thus been urging for a use of AI that 
does not narrow political action but protects self-determination by allowing for 
alternative action and contestation. While AI can assist democratic governance, 
it must not undermine democratic participatory processes [37]. In the 
following, we show how young people evaluate datafication practices and their 
consequences for their own civic agency and democracy at large. 
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Base: belief about commitment of indicated body (by 
country); scale: uncommitted (agg. from completely 
uncommitted, mostly uncommitted, somewhat uncommitted), 
neither committed nor uncommitted, committed (agg. from 
somewhat committed, mostly committed, completely 
committed); n = 2,703 (national government, 2,706 (law 
enforcement), 2,713 (public service)

How committed are the following bodies to 
using artificial intelligence systems in the 
best interest of people like yourself?

Law
enforcement

National
government

Committed UncommittedNeither

34.6%29.2%

DE 33.0% FR 27.0% GR 40.9% 
IT 39.5% POL 38.5% SE 28.4% 

36.2%

DE 34.4% FR 35.0% GR 37.2% 
IT 30.7% POL 42.6% SE 37.6% 

DE 32.6% FR 38.0% GR 21.9%
IT 29.8% POL 18.8% SE 33.9% 

Committed UncommittedNeither

36.6%28.2%

DE 36.0% FR 31.9% GR 47.4% 
IT 35.7% POL 38.6% SE 29.6% 

35.3%

DE 31.9% FR 34.1% GR 33.8%
IT 34.6% POL 41.8% SE 35.6% 

DE 32.1% FR 34.1% GR 18.8%
IT 29.8% POL 19.6% SE 34.9% 

Our findings suggest that few respondents 
trusted the institutions that ought to protect 
their interests when it comes to the use of 
AI. Only 36% of participants believed that 
their government was committed to using AI 
in the best interest of the people. There were 
differences between countries: while about 28% 
of French and Swedish respondents believed 
their government was uncommitted, this is 
the case for about 40% in Greece, Italy, and 
Poland. Similarly, only 35% believed that law 

enforcement was committed to using AI systems 
in their best interest. Here, too, countries differ. 
Greece is leading with almost half of the sample 
(47%) perceiving their law enforcement as 
uncommitted. Overall, only 36% of respondents 
believed that public service was committed to 
using AI in their best interest, again with Greeks 
being the most skeptical of this commitment 
(43%). 

Institutions not fully trusted with AI
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57.0% 23.3%

I am worried that my personal data 
online may be made available to my 
government

Base: agreement, scale: rather disagree (agg. from 
strongly disagree, disagree, somewhat disagree), neither 
agree nor disagree, rather agree (agg. from somewhat 
agree, agree, strongly agree); n = 2,810

19.7%

Rather agree Rather disagree

Neither

To what extent do you think social media 
companies sharing data about your online 
behavior with my government may harm 
you?

DE

FR

GR

IT

POL

SE

Base: extent of perceived harm (by country), scale: not 
at all, to a small extent (agg. from to a very small 
extent, to a small extent), neutral, to a moderate extent 
(agg. from to a moderate extent, to a large extent), to a 
large extent (from to a very large extent); n = 2,767

9.2% 25.3% 27.7% 30.5% 7.3%

6.7% 15.1% 22.8% 40.9% 14.6%

14.5% 20.5% 47.5% 13.2%

12.9% 27.4% 44.8% 9.9%

7.5% 12.3% 19.6% 44.3% 16.3%

6.5% 20.5% 25.4% 35.6% 12.0%

6.5%Average 16.8% 23.9% 40.6% 12.2%

Not
at all

To a small
extent

Neutral To a moderate
extent

To a large
extent

4.3%

5.0%

Not
at all

To a small
extent

Neutral To a moderate
extent

To a large
extent

The majority of respondents (57%) said they 
were rather concerned that data about their 
online behavior indeed may be made available 
to their governments. Interestingly, those most 
worried were respondents with the highest and 
lowest levels of satisfaction with democracy: 
this applies to almost 60% of those with a 
very low level of satisfaction with democracy 
in their country and to around 42% of those 
most satisfied with democracy. Furthermore, 
around half of the respondents (53%) believed 

they could face at least moderate harm if social 
media companies made data about their online 
behavior available to their government, one-
quarter was neutral, and one-quarter thought it 
could harm them only to a small extent or not  
at all. 

Concerns about governmental access  
to digital behavioral data
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57.0% 23.3%

I am worried that my personal data 
online may be made available to my 
government

Base: agreement, scale: rather disagree (agg. from 
strongly disagree, disagree, somewhat disagree), neither 
agree nor disagree, rather agree (agg. from somewhat 
agree, agree, strongly agree); n = 2,810

19.7%

Rather agree Rather disagree

Neither

To what extent do you think social media 
companies sharing data about your online 
behavior with my government may harm 
you?

DE

FR

GR

IT

POL

SE

Base: extent of perceived harm (by country), scale: not 
at all, to a small extent (agg. from to a very small 
extent, to a small extent), neutral, to a moderate extent 
(agg. from to a moderate extent, to a large extent), to a 
large extent (from to a very large extent); n = 2,767

9.2% 25.3% 27.7% 30.5% 7.3%

6.7% 15.1% 22.8% 40.9% 14.6%

14.5% 20.5% 47.5% 13.2%

12.9% 27.4% 44.8% 9.9%

7.5% 12.3% 19.6% 44.3% 16.3%

6.5% 20.5% 25.4% 35.6% 12.0%

6.5%Average 16.8% 23.9% 40.6% 12.2%

Not
at all

To a small
extent

Neutral To a moderate
extent

To a large
extent

4.3%

5.0%

Not
at all

To a small
extent

Neutral To a moderate
extent

To a large
extent



48

In your view, how much power do the 
following actors have in deciding what 
happens to our digital data?

Base: degree of perceived power; scale: rather powerless 
(agg. from completely powerless, mostly powerless, 
somewhat powerless), neither, rather powerful (agg. from 
somewhat powerful, mostly powerful, completely powerful); 
n  = (EU now) = 2741, n (EU ideal )= 2763, n (SMC now) = 
2778, n (SMC ideal) = 2770, n (Governments of states 
where SMC are based now) = 2749, n (Governments of states 
where SMC are based ideal) = 2750

Base: degree of perceived power; scale: rather powerless
(agg. from completely powerless, mostly powerless,
somewhat powerless), neither, rather powerful (agg. from
somewhat powerful, mostly powerful, completely powerful), 
n (yourself/user now) = 2777, n (yourself/user ideal) = 
2777, n (national government now) = 2764, n (national 
government ideal) = 2767, n (courts now) = 2746, n 
(courts ideal) = 2765● Rather powerless

● Rather powerful
● Neither

● Rather powerless

● Rather powerful
● Neither

Yourself /
Users

NOW

IDEAL

NOW

IDEAL

Your national
government

Courts European
Union

Social media
companies

Governments of states 
where social media
companies are based

37.2%42.4%

20.4%

13.4%

16.0%
70.6%

23.1%

20.6%
56.3%

18.6%

20.9% 60.5%

21.1%

22.2%
56.6%

29.6%

24.8%

45.5%

24.6%

23.5%
51.9%

53.3%

25.4% 24.4%

49.9%
21.3% 25.7%

19.3%

59.3%21.4%

19.3%

60.5%20.2%

15.0%

76.3%

8.7%

Feelings of powerlessness over data and  
desire for more ownership
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In your view, how much power do the 
following actors have in deciding what 
happens to our digital data?

Base: degree of perceived power; scale: rather powerless 
(agg. from completely powerless, mostly powerless, 
somewhat powerless), neither, rather powerful (agg. from 
somewhat powerful, mostly powerful, completely powerful); 
n  = (EU now) = 2741, n (EU ideal )= 2763, n (SMC now) = 
2778, n (SMC ideal) = 2770, n (Governments of states 
where SMC are based now) = 2749, n (Governments of states 
where SMC are based ideal) = 2750

Base: degree of perceived power; scale: rather powerless
(agg. from completely powerless, mostly powerless,
somewhat powerless), neither, rather powerful (agg. from
somewhat powerful, mostly powerful, completely powerful), 
n (yourself/user now) = 2777, n (yourself/user ideal) = 
2777, n (national government now) = 2764, n (national 
government ideal) = 2767, n (courts now) = 2746, n 
(courts ideal) = 2765● Rather powerless

● Rather powerful
● Neither

● Rather powerless

● Rather powerful
● Neither

Yourself /
Users

NOW

IDEAL

NOW

IDEAL

Your national
government

Courts European
Union

Social media
companies

Governments of states 
where social media
companies are based

37.2%42.4%

20.4%

13.4%

16.0%
70.6%

23.1%

20.6%
56.3%

18.6%

20.9% 60.5%

21.1%

22.2%
56.6%

29.6%

24.8%

45.5%

24.6%

23.5%
51.9%

53.3%

25.4% 24.4%

49.9%
21.3% 25.7%

19.3%

59.3%21.4%

19.3%

60.5%20.2%

15.0%

76.3%

8.7%

While governments, courts, and the EU were 
altogether considered somewhat in power 
in regard to how users’ data is handled, 
respondents perceived social media companies 
as having most power over what happens to 
users’ data: more than half of respondents 
considered social media companies to be 
mostly or completely powerful, while only a 
small minority described them as powerless. 
Users were considered least powerful: more 
than 40% described users as rather powerless. 
On the contrary, 55% of respondents indicated 

that ideally, users would have the most power 
over what happens to their data. Surprisingly, 
however, no particular authority was strongly 
preferred as the main regulator of data 
collection and use. On one hand, this may point 
to the relevance of having different institutions 
working together; on the other hand, this finding 
may manifest knowledge gaps related to the 
regulatory landscape in this field.
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To what extent do you think that the 
following may harm democracy?

Social media companies sharing information 
about citizens’ online behavior with the 
government

Social media companies collecting information 
about citizens' online behavior

Top bar. Base: extent of perceived harm; scale: not at 
all, to a small extent (agg. from to a very small extent, 
to a small extent), neutral, to a moderate extent (agg. 
from to a moderate extent, to a large extent), to a large 
extent (from to a very large extent); n = 2,743

Bottom. Base: extent of perceived harm; scale: not at 
all, to a small extent (agg. from to a very small extent, 
to a small extent), neutral, to a moderate extent (agg. 
from to a moderate extent, to a large extent), to a large 
extent (from to a very large extent); n = 2,758

3.0% 12.1% 21.7% 45.9% 17.3%

2.6% 12.1% 22.5% 48.5% 14.2%

Not
at all

To a small
extent

Neutral To a moderate
extent

To a large
extent

Not
at all

To a small
extent

Neutral To a moderate
extent

To a large
extent

Beyond possible harms of data collection to 
the individual, the respondents were asked to 
evaluate possible harms to democracy. The 
majority of respondents perceived that social 
media’s data-collection practices could be 
at least moderately harmful to democracy. 
Social media companies sharing data about 
users’ behavior with governments is perceived 
as at least moderately harmful by two-thirds 
of the sample. It is relevant that people are 
able to contextualize datafication practices in 

relation to democracy and democratic ways 
of life, not least in order to demand that these 
practices are in line with democratic principles 
and civic rights. The data paints a hopeful 
picture; however, more insights are needed to 
understand the extent to which young people 
have a democratic and technical vocabulary 
that allows them to evaluate such developments 
critically. 

Data collection perceived as harmful  
to democracy
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Since automated decision-making (ADM) 
systems are gaining relevance in the areas of 
public health, law enforcement, and recruitment 
and management of employees [38], we asked 
respondents how comfortable they felt with an 
employment of AI in these areas. Overall, it 
appears that ADM creates less discomfort in the 
context of low-risk applications. For example, 
while fitness recommendations appear largely 
uncontroversial, people are less comfortable 
with getting medical treatments via ADM. 

Similarly, people are far less comfortable 
with an ADM deciding on a lawsuit compared 
to giving them a parking ticket. However, 
strikingly, the majority of respondents felt either 
comfortable or indifferent about predictive 
policing. The extent to which young people 
currently have the resources to assess the 
democratic consequences or harm of such 
applications adequately is questionable. 

Acceptance of automated decision making stronger  
in low-risk domains
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Deciding whether 
a parking ticket 
should be given 

to you Deciding whether 
a criminal lawsuit 
should be started 
against you

Predicting if 
petty criminals 
are likely to 
commit serious gun 
or knife crime.

Evaluating if a 
prisoner should 
be released from 

jail, by 
predicting the 

chance of 
reoffending

How would you feel about an artificial 
intelligence system deciding on the 
following?

Base: degree of comfort; scale: uncomfortable (agg. from 
very uncomfortable, uncomfortable, somewhat 
uncomfortable), indifferent, comfortable (agg. from 
somewhat comfortable, comfortable, very comfortable); 
n = DEPENDS ON ITEM

Deciding about 
your fitness

recommendations

29.2%19.9%50.9%

53.8%14.2%31.9%

41.0%22.7%36.3%

67.9%13.4%18.8%

62.5%12.9%24.7%

42.0%15.5%42.5%

● Comfortable
● Indifferent
● Uncomfortable

Deciding whether 
to provide you a 
special medical 
treatment
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Of all suggested remedies, human oversight 
and the possibility to appeal to a human 
specialist appears to ease people’s discomfort 
with ADM the most. In addition, obtaining 
an explanation for an ADM system’s decision 
assuages the discomfort. Particularly well-
educated respondents felt more comfortable 
knowing they would have the opportunity to 
appeal a decision. However, it is noteworthy 
that the inability to effectively appeal against 
ADM and the removal of human oversight 

were most dramatically felt by the poorest and 
most vulnerable citizens [20]. Interestingly, 
having an institutional seal of approval of 
certain technologies did not impact the levels of 
discomfort much. This again speaks to young 
people’s distrust in institutions and the gap 
between young Europeans and the institutions 
aiming to develop and facilitate AI technology 
that is in service to young people and their 
diverse socioeconomic backgrounds. 

Human oversight assuages discomfort with  
automated decision-making systems
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14.3%%18.5%%67.2%

38.0%% 34.4%% 27.6%%

31.3%32.5%36.2%

15.3%%17.2%67.5%
A human operator 
always has the final 
say on whether to 
accept or reject an 
AI decision.

The AI has been 
deemed acceptable 
by your government’s 
ethics regulator.

You have the right 
to appeal against 
an Al decision to a 
human specialist.

The AI has been 
deemed acceptable 
by the EU.

To which extent would the following make 
you feel more or less comfortable with AI 
being used?

Base: change in comfort; scale: less comfortable (agg. 
from much less comfortable, less comfortable, slightly 
less comfortable), about the same, more comfortable (agg. 
from slightly more comfortable, more comfortable, much 
more comfortable); n = DEPENDS ON ITEM

You know in advance 
that an AI software 
is used to make a 
decision.

There is an easy 
to understand 
explanation for 
the AI software’s 
decision.

31.6%28.8%39.6%

18.2%27.7%54.2%

● More comfortable
● About the same
● Less comfortable



   

 

54 5554 VII.  
Regional Spotlight

At the end of our study, we would like to briefly highlight a few country-specific 
findings. On the whole, young Europeans in Germany, Greece, France, Italy, 
Poland, and Sweden answered our questions very similarly. However, there were 
peculiarities here and there.  
 



   

 

56

Germany

75% would feel more comfortable 
with an AI being implemented if a 
human operator had the final say. 11% 
indicated the opposite.

Only 16% of German respondents 
felt rather comfortable with the 
prospect of an AI system deciding if a 
prisoner should be released from jail. 
73% of respondents expressed their 
discomfort.

50% believed that tech companies 
do not follow the rules set by the 
government. 26% believed companies 
do their best.

73% rather agreed that pupils  
should be taught more about digital 
literacy.

78% would like users to have more 
say in deciding what happens to their 
personal data online.

Greece 

65% had frequently heard or read 
about the collection of user data in the 
past 12 months.

73% rather agreed that pupils  
should be taught more digital ethics  
at school.

50%  between the age of 18 and 30 
spent three or more hours per day on 
social media. Only 6% spent less than 
one hour.

4% of Greek respondents believed 
that social media companies sharing 
data about their online behavior with 
their government would not harm 
them at all. 61% believed it could be 
at least moderately harmful. 

70% expressed discomfort with 
the idea of an AI system deciding 
whether a criminal lawsuit should  
be initiated. 20% felt comfortable 
with it.
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55% stated that they benefited a lot 
from commercial recommendations 
on social media platforms. Only 20% 
benefited a lot from political content.

79% feared at least to some extent 
that the data collection of social media 
platforms could harm them in some 
way.

61% feared that tracking and 
monitoring workers could lead to 
more exploitation in the work context. 
19% believed it would not.

France

60% believed they learned too little 
about programming in school. 10% 
said they learned too much.

22% felt confident that they could 
secure their privacy online. 60% 
indicated the opposite.

35% felt rather powerful in deciding 
how their personal data online is 
handled.

Italy

One in four Italians would feel rather 
uncomfortable having work scheduled 
by an AI system. 73% would not 
mind.

65% believed that political 
microtargeting was at least moderately 
harmful for democracy.

65% believed that political 
microtargeting was at least moderately 
harmful for democracy.

34% believed that the public sector 
was committed to protecting their 
personal data.



   

 

58
   

 

58

Poland

Two-thirds had frequently heard or 
read about the collection of user data 
online in the past 12 months.

67% were rather uncomfortable with 
an AI deciding on their access to 
social media.

Two-thirds of respondents from 
Poland believed that social media 
companies use AI systems in the best 
interest of the people.

70% indicated feeling more 
comfortable knowing that a human 
operator had the final say over an AI 
decision.

Over two-thirds worried that personal 
data online was made available to 
their government.

Sweden

27% indicated feeling able to protect 
personal information online. 52% felt 
the opposite.

51% believed their national 
government was rather powerful in 
the questions related to personal data 
protection. 24% believed them to be 
rather powerless.

32% of young Swedes believed that 
technology would bring more equality 
in the workplace. 40% disagreed with 
this idea.

48% relied on friends to tell them 
what was important when news 
happened.

63% of Swedish respondents would 
not mind an AI scanning CVs for 
unqualified applicants for a job. 38% 
indicated discomfort with this idea.
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Education 

Bridge knowledge gaps about datafication 
practices to develop a more comprehensive 
understanding of the depth of data collection 
and AI and its consequences for individuals and 
society.

Promote a critical understanding of datafication 
and AI, especially by showcasing how 
automated data-practices interact with forms of 
discrimination such as racism, sexism, ableism, 
and classism. 

Provide adequate resources to assist young 
people in assessing both the opportunities and 
risks of AI on the individual and societal level 
and strengthen their ability to navigate and 
exercise agency in algorithmic environments. 

Incorporate education on social and workers’ 
rights, including workers’ unions, into the 
school curricula. As young people are facing 
changing working conditions, it is paramount 
that they are aware of their rights, have the 
capacity and knowledge to recognize threats 
to and violations of their rights, and are able to 
protect their rights by, for example, effectively 
organizing for decent working conditions.

Familiarize young people with already existing 
structures and organizations that advocate for 
their rights and interests relating to datafication 
and AI. 

Involve students in decision-making processes 
on the level of educational institutions. This 
would provide students with opportunities to 
actively reflect on and discuss AI systems used 
for educational purposes. 

Examine AI applications critically before 
implementing them in classes, especially but 
not only related to their compliance with EU 
General Data Protection Regulation (GDPR). 

Use AI applications based on students’ 
and teachers’ needs rather than based on 
technological possibilities.

Recommendations for Educators  
and Policy-Makers
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Policy 

Shift responsibility for data protection from the 
individual level to states, intergovernmental 
organizations, and companies. 

Commit to an international multi-stakeholder 
AI governance approach across borders 
that is focused on long-term investment in 
sustainability, equity, equality, accessibility, and 
accountability. 

Promote international collaboration to allow 
for knowledge and policy transfer among states 
and civil society. We see a need for international 
research and international coordination on law 
and policy. 

Engage with young Europeans who feel like 
institutions are not committed to using AI in the 
best interest of the people and develop policy-
making processes rooted in meaningful youth 
participation.

Allocate resources to equip the formal and non-
formal education sector—particularly youth 
organizations on the national and European 
level—to offer programs tailored to address 
issues related to datafication and AI. 

Facilitate a closer and more sustainable 
cooperation between nongovernmental 
organizations (NGOs) and formal 
education systems with the aim to enhance 
complementarity of their educational programs. 
For example, NGOs could support schools in 
delivering relevant content at a faster and more 
dynamic pace.

Recognize that AI practices are intertwined with 
and often exacerbate social inequalities. 

AI governance needs to address issues of 
equality and equity at the outset to avoid 
treating AI and social inequality as separate 
matters. 

Adopt a risk-based approach rooted in 
respect for human rights to development and 
implementation of ADM systems and guarantee 
that ADM processes are not executed without 
human oversight. 

Communicate transparently and 
comprehensively about the use of ADM in 
public institutions as an ongoing trust-building 
measure.

Ensure that mechanisms for filing complaints 
over data and AI abuses are accessible to 
everyone, not just those who have capacities to 
inform themselves and vast resources for legal 
action at their disposal.

Require special audits for AI applications used 
in education to ensure that applications focus on 
teachers’ and students’ needs rather than mere 
technological possibilities.
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Artificial Intelligence in Education (AIED)
AI in education refers to AI-enhanced 
technologies and systems designed to make the 
learning process more flexible, adaptive, and 
personalized, with the aim of optimizing the 
learning experience. AIEDs are supposed to 
complement traditional education and training 
formats [6].

Algorithm 
Broadly defined, algorithms are a sequence 
of instructions for solving a problem or 
reaching an end goal from a defined initial 
situation. Understood this way, a cooking 
recipe can be considered an algorithm, as can 
a bureaucratic procedure, such as getting a 
credit at a bank [39]. In this report, algorithms 
refer to instructions at the core of computer 
programs that tell these programs how to 
process information. Algorithms are also at the 
basis of AI systems. Here, algorithms provide 
instructions for statistically analyzing huge 
amounts of data and searching for patterns that 
enable us to gain insights about complex issues 
that would not have been possible otherwise. 
A variety of functions of platforms on the 
internet—such as information search, news or 
product recommendations, and filtering—are 
based on algorithms.

Algorithmic skills
Algorithmic skills are one type of internet 
skills that refer to people’s awareness and 
understanding of systems that operate at the 
back end of platforms [40], [41]. Algorithmic 
skills are of particular relevance in contexts 
where users’ agency is steered by algorithms—
for example, related to newsfeeds on social 
media platforms or video recommendations on 
streaming platforms. Algorithmic skills entail 
an awareness of content filtering, awareness 
that algorithms make decisions on how to tailor 
content to users, awareness of an interplay 
between users’ behavior and algorithmic 
decisions, awareness of the possible impact 
of algorithms on our behavior, and, finally, 
awareness of the ethical concerns related to all 
of this [42].

Automated decision making 
Automated decision-making refers to the 
process in which systems use data-driven 
technologies to automate procedures, practices, 
or policies. On the one hand, ADM can be 
useful in many sectors, as it leads to quicker and 
more-consistent decisions especially when we 
need to analyze huge amounts of data to come 
to a decision. On the other hand, it bears many 
risks. For example, ADM is mostly invisible 
to individuals who are subject to it, data upon 
which decisions are made may be flawed, 
the algorithms may be written—consciously 
or unconsciously—in a way that reproduces 
discriminatory practices (also called algorithmic 
bias), and human operators may be inclined to 
treat such decisions uncritically [43]. In the end, 
ADM can be used for the purpose of surveilling, 
policing, and targeting individuals or collectives 
[44].

Glossary
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Datafication 
Datafication is a contemporary phenomenon 
and ideology that proclaims that every aspect of 
our lives can and should be translated into data, 
very often for economic profit [45]. In practice, 
this means that all our experiences—from 
walking through the city, sleeping, connecting 
with friends and family, working, traveling, or 
dating—are viewed as sources of data that can 
be extracted and sold. Critics of datafication 
oppose datafication’s imperative to extract data 
from all spheres of life, by any means possible, 
and with minor regard for consent [46].

Data capitalism  
Data capitalism refers to a system in which 
the monetization of personal data produces 
asymmetric power relations that benefit those 
who have access and resources to extract data 
for profit [47]. Data capitalism is enacted 
through capitalism and reproduces its logics 
and structures, including social inequity, 
uncompensated labor, and social control. 

Political microtargeting 
Microtargeting is a process that intends to 
influence voters by targeting them with stimuli 
based on the preferences and characteristics of 
individuals [48]. This process depends on the 
availability of huge amounts of data, including 
individual citizens’ residence and gender but 
also political preferences such as party affiliation 
and support for social causes. The available 
data is analyzed using algorithms to identify 
relevant demographic groups, which are then 
strategically targeted with political content. A 
prominent example of political microtargeting 
was the Cambridge Analytica scandal; 
however, microtargeting is widely used also by 
nongovernmental organizations for mobilizing 
around various societal causes.

Self-determination 
Self-determination can be understood as 
an individual and collective competence to 
recognize, use and shape scope for action. 
It is a basic prerequisite for the democratic 
organization of society and for a competition-
based social market economy. Informational 
self-determination relates to the basic right 
of the individual to determine the disclosure 
and use of one’s personal data [49]. Thus, 
this understanding of self-determination is 
closely related to datafication and privacy [50]. 
On a collective level, self-determination is a 
precondition and a requirement for democratic 
governance.

Surveillance capitalism  
Surveillance capitalism refers to an economic 
system that is based on the commodification 
of personal data, enabling governments and 
companies to predict and influence the behavior 
of groups and individuals [22]. Surveillance 
capitalism embodies a logic of ever-increasing 
accumulation and processing of personal data 
that gives governmental and corporate actors 
the unprecedented power to profile and monitor 
people in service of commercial profit or social 
control. These developments pose profound 
risks to human dignity, self-determination, 
agency, and well-being.
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