SSOAR

Open Access Repository

How human decision-making biases influence
health outcomes in patient care

Sibbel, Rainer; Huber, Angelina

Verdffentlichungsversion / Published Version
Zeitschriftenartikel / journal article

Empfohlene Zitierung / Suggested Citation:

Sibbel, R., & Huber, A. (2021). How human decision-making biases influence health outcomes in patient care.
European Journal of Management Issues, 29(2), 64-72. https://doi.org/10.15421/192106

Nutzungsbedingungen:

Dieser Text wird unter einer CC BY Lizenz (Namensnennung) zur
Verfligung gestellt. Ndhere Ausklinfte zu den CC-Lizenzen finden
Sie hier:

https://creativecommons.org/licenses/by/4.0/deed.de

gesis

Leibniz-Institut
fiir Sozialwissenschaften

Terms of use:

This document is made available under a CC BY Licence
(Attribution). For more Information see:
https://creativecommons.org/licenses/by/4.0

Mitglied der

Leibniz-Gemeinschaft ;‘

Diese Version ist zitierbar unter / This version is citable under:
https://nbn-resolving.org/urn:nbn:de:0168-ssoar-73705-2



http://www.ssoar.info
https://doi.org/10.15421/192106
https://creativecommons.org/licenses/by/4.0/deed.de
https://creativecommons.org/licenses/by/4.0
https://nbn-resolving.org/urn:nbn:de:0168-ssoar-73705-2

ISSN 2519-8564 (print), ISSN 2523-451X (online). European Journal of Management Issues. — 2021. - 29(2)

European Journal
of Management Issues

Volume 29(2), 2021, pp. 64-72
DOI: 10.15421/192106

Received: 26 February 2021

Revised: 06 March 2021; 14 March 2021;
Accepted: 13 April 2021

Published: 28 April 2021

UDC classification: 338.4

JEL Classification: 19, 123

How human decision-making biases
influence health outcomes in R. Sibbel*,
patient care A. Huber #

Purpose: Medical treatments and medical decision making are mostly human based and therefore in risk of being influenced by cognitive biases.
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may be reduced.

Approach/Findings: The results of the comprehensive literature based meta-analysis confirm on the one hand that several biases are relevant in
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Value/Practical implications: Nevertheless, it is important to determine the extent to which biases in healthcare professionals translate into
negative clinical outcomes such as misdiagnosis, delayed diagnosis, or mistreatment. Only this way, the importance of incorporating
debiasing strategies into the clinical setting, and which biases to focus on, can be properly assessed.

Research limitations/Future Research: Though recent literature puts great emphasis on cognitive debiasing strategies, there are still very few
approaches that have proven to be efficient. Due to the increasing degree of specialization in medicine, the relevance of the different biases
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AK MogcbKa ynepeakeHicTb
Npu NPUMHATTI pilleHb BN/MBaE
Ha pe3y/bTaT /iKyBaHHA NaLiEHTIB

Kak npeay6expaeHus nwogei
NPy NPUHATUU PELLUEHUNA BAUAIOT
Ha pe3y/IbTaTbl Ie4€HUA NaLUEHTOB

Paiinep Ci66en,
AnzeniHa Xy6ep'

t®OpaHkpypmcoKa wWKod giHaHcie ma meHedmmeHmy,
HimeuyuHa

MeTa po6oTu: /likyBaHHA Ta MPUMHATTA MeEAWYHUX PpilleHb B

OCHOBHOMY MOB'A3aHi 3 MtogCbkuM dakTopom i, 6e3ymoBHo,
CXWAbHI A0 PW3MKY BI/MBY KOFHITUBHMX —ynepeseHb.
MoTeHUiMHNI BN/AMB MOXe NpU3BeCTU A0 HECNPUATIMBOrO
MeAMYHOro pe3y/bTaTy, HemoTpibHOoro 36uTKy abo HaBiTb
cmepTi. MeTa Lboro BCeHiHHOrO AOC/igKEeHHA NiTepaTypu —
npoaHanisyBaTM (OKasM TOro, YM ynepeg)eHi MeaguyHi
npaLiBHUKK, AKi yrepe/KeHHA HalbiNbLL akTyabHi B MegULMHI
i AK Ui ynepea»XeHHA MOXHa 3MEHLLMUTK.

Migxoan/Pesy/bTaTn AOC/iAKEHHA: Pe3ynbTat MacwTabHoro

MeTaaHa/li3y, 3aCHOBAHOrO Ha /iTepaTypHMX g)epesax,
niATBEPAXKYIOTb, 3 O4HOro OOKY, LIO AeAki ynepes)KeHHA
MaloTb 6e3nocepesHe BigHOLIEHHA A0 MEAUYHOrO PilleHHs i
npouecy AiKyBaHHA. 3 iHLWOro 60Ky, A40C/iAKEeHHA NMOKa3YE, Wo
emnipuyHi  gaHi NpoO BM/AMB KOTHITUBHWMX YynepeaXeHb Ha
KAIHIYHWI pe3y/bTaT HeAoCTaTHI A/1A Bi/bLLOCTI ynepeasKeHb i
LLLO B Liilh rany3i HeoOXiAHi NoAa/bLLI AOCAIANKEHHS.

LliHHicTb/MTpaKTUYHE 3HAaYeHHA AOC/IAKEHHA: BaX/IMBO BU3HAUNTH,

B AKIM Mipi ynepeaskeHHA 3 OOKy MegMYHMX MpaLiBHUKIB
Npu3BOAATb A0 HEraTMBHUX KAIHIMHMX HACNiAKIB, Takux AK
HemnpaBW/IbHUIA AiarHo3, ni3HA MOCTaHOBKa AjarHo3y abo
HesiKicHe NliKyBaHHsA. Ti/IbKM TaK MOXHa by/e Ha/seXXHUM YUHOM
OLiHMTM BaM/IMBICTb BK/IOYEHHA CTpaTerii  BUK/OYEHHSA
CUCTEMATMYHUX KAIHIYHUX MOMWIOK | BM3HAYMTU Ha AKMX
yriepea KeHHAX C/lig 30cepeanTH yBary.

O6MmexKeHHA AoC/iAKeHH:A/TTepcnekTUBU NOAANBLUMX AOC/IAKEHD:

HesBaxatoun Ha Te, WO B AiTepaTypi OCTaHHIX POKIB Be/aMKa

LieHHOCTb/MpaKkTH4ecKoe

Paiinep Cub6en i,
AnzenuHa Xy6ep *

t®OpaHkpypmckas wKoada GUHAHCOB U MEHEDWMeEHM,
FepmaHusa

Llenb paboTbl: /ledeHne U MPUHATME MEAMLMHCKUX peLleHuit B

OCHOBHOM  CBAi3aHbl C 4e/0BeYeCKMM  (GaKTOpoM W,
c/nlegoBaTe/IbHO, MOABEPXKEHbl PUCKY BAUAHUA KOTHUTUBHbBIX
npegy6exaenuit.  MoTeHuManbHOe BO3AEUCTBME  MOXKET
NpuBECTM K HeGNaronpuATHOMY MEAMULUHCKOMY UCXOAY,
HeHY)XHOMY yllepby wam pgaxe cmeptu. LUeab 3Toro
BCECTOPOHHEro Ucc/eA,0BaHuA /UTEpaTypsbl -
NpoaHa/IM3MpOBaTh [0Ka3aTe/bCTBA TOro, NpeaB3ATbl /U
MeAMLMHCKME paboTHMKM, KaKkue npeaybexaeHusa Haubosee
aKTya/lbHbl B MeAMLMHE U KaK 3TU npeaybexaeHUs MOXKHO
YMEHbLUUTb.

Moaxoabl/Pe3y/bTaThl UccAegoBaHuA: Pesy/bTaTthl 0BLIMPHOTrO

MeTaaHa/M3a, OCHOBAHHOIO Ha /IMTEPATYPHbIX MCTOYHMKAX,
noATBEPXKAAIOT, C OAHOW CTOPOHbl, YTO HEKOTOpble
npegybexaeHnii UMeloT HermocpescTBeHHOe OTHOLUeHWe K
MeAMLMHCKOMY PpelleHuto M npoueccy sedenua. C apyroi
CTOPOHbI, WCC/1IeA0BaHWE TOKa3blBaeT, YTO 3MMMPUYECKUe
AaHHble O B/WAHMM KOTHUTUMBHBIX mpeaybexAeHuit Ha
K/IMHUYECKUI pe3y/bTaT HeAoCTaTOuHbl A1A 6O/bLUMHCTBA
npegybexaeHnii U 4to B 3TOM 06/acTM  HeobXoAuMbl
Aa/bHelLIne uccneoBaHusa.

3Ha4YeHne uccieaoBaHua:  BaxkHo
onpe/ae/MTb, B KaKOW CTerneHu npeaybexaeHnsa cO CTOPOHDI
ME@AMLUMHCKMX ~ pabOTHMKOB  MPUMBOAAT K  HeraTUBHbIM
K/IMHUYECKUM UCXOAaM, TaKUM KaK HenpaBW/bHbIA AMAarHO3,
NO34HAA NOCTAaHOBKA AMArHo3a uau naoxoe seveHue. To/bKO
TaK MOXHO OyaeT A0/KHbIM 06pasoM OLEHUTb BaXHOCTb

yBara npuginAeTbCA CTPaTeriAM KOrHITUBHOI gerpagaLii, sce BK/IIOYEHMA  CTpaTeruii  UCKAOYEHMA  CUCTEMATUHeCKMX
LLle ICHYE AYy»Ke Mano NigXopaiB, AKi 40BENN CBOKO eHEeKTUBHICTb. KAMHUYECKMX  OWMUOBOK 1 onpegeMTb  Ha KaKknx
Yepes 3poCTaHHA CTyneHwO creyianisauii B  MeAULMHI npeaybexaeHUAX cregyeT cocpeAoTO4UTb BHUMAHMeE.

3HAYMMICTb PI3HUX YNepes KeHb BapitoETbCA OrpaHuyeHus nccaegoBaHus/llepcneKkTuebl Aa/bHENLLIMX

ucc/aeg0BaHUiA: HeCMOTPA Ha TO, YTO B /IMTEPAType NOC/IEe4HUX
/1eT 60/1bLIOe BHUMaAHWE YA eNAaeTcA CTpaTeruam KOrHUTUBHOM
Aerpagaumu, Bce elle O4eHb Ma/so MOAXOAOB, KOTOpble
flOKa3ann CBOO 3PPEKTUBHOCTb. M3-3a pacTywien creneHu

Tun cTaTTi: TeOpeTUYHUIA.

Katouosi cro8a: NpUMHATTA MeAUYHUX pillieHb; yiepe/AKeHHICTb npu

NPUMAHATTI pillleHb; cTpaTerii BUK/IOYEHHA CUCTEMATUYHMX cneuManMsauuM B MeAMUMHE  3HaYMMOCTb  Pas/IMHHbIX
KAIHIYHUX MOMW/IOK. npegybexaeHnii BapbupyeTca.

Tun ctaTbu: TeopeTuyeckuii

Kaouesble  cnoea:  npuHATHe MeAULMHCKMUX peLueHuit;

npeAB3ATOCTb B MPUHATUM PELUEHWI; CTPaTErnn UCK/KOHEHMA
CUCTEMATUYECKMUX KIMHUYECKUX OLLIMOOK.

O



ISSN 2519-8564 (print), ISSN 2523-451X (online). European Journal of Management Issues. — 2021. - 29(2)

1. Introduction

ehavioural economics describes how human decision-making
is unconsciously influenced by several cognitive biases. While

the consequences of biased thinking might not be so

significant for the average person, health professionals’
biased thinking may affect their decision-making regarding
diagnosis and treatment of patients and could potentially lead to
misdiagnosis or treatment errors. Such errors may have fatal
outcomes, possibly even leading to death. A study by Scopelliti et
al. (2015) shows, that on average, individual people assume to be
unaffected or less affected by biases than the rest of the
population. Due to this fact and the tremendous consequences of
biased thinking in medicine, the research is necessary in order to
identify whether healthcare professionals are, in fact, biased,
which biases are relevant in medicine and how these biases may be
reduced.

The objective of this literature-based study is to identify the
relevance of human decision-making biases in medicine, analyse
their impact as well as elaborate strategies on how to overcome
these biases. Based on this objective, the paper aims to answer the
following main research questions:

Research question 1: Which human decision-making biases are the
most relevant in medical decision-making?

Research question 2: How do these biases influence healthcare
professional’s decision-making regarding diagnosis and treatment
of patients?

Research question 3: What are potential strategies on how to
reduce and prevent biases?

After a short introduction to the theoretical framework on medical
decision making and on human decision biases, the following
literature study will focus on the empirical evidence of human
decision-making biases in medicine and the related impact as well
as potential strategies of debiasing and their effectiveness.

2. Theoretical background

2.1. Decision-making in medicine

shows that a crucial share of medical practice is based on

quick and intuitive thinking (Lucchiari & Pravettoni, 2012). It

was found that in emergency medicine, for instance, the first
judgements about the diagnosis were made even before the first
encounter with the patient, and 75% of judgements were
generated in the first five minutes of seeing the patient (Pelaccia et
al., 2014). There is also evidence that the majority of physicians base
their correct diagnostic judgement solely on the patient’s main
complaint (Gruppen et al., 1988). Evidence also discovers that
processes that are considered as analytical thinking, like evaluating
different potential diagnoses and gathering positive as well as
negative evidence before concluding a final diagnosis, mostly
either have a negative or no impact on diagnostic accuracy
(Norman et al, 2017). Some studies conclude that when
participants were given increased time for the diagnostic decision-
making process, the likelihood of reaching the correct diagnosis
decreased (Sherbino et al., 2012; Monteiro et al., 2015). There are
also findings that the amount of time used on the diagnostic
process does not have any impact on the accuracy of the diagnosis
(Lambe, Hevey & Kelly, 2018). Hence, the best clinical performance
probably results from a balanced combination of analytical and
intuitive thinking (O’Sullivan & Schofield, 2018). In their research,
Kahnemann and his colleagues identify that biases in human
decision making could be detected in both ways of thinking and
that even experienced people were found to be vulnerable to
biases in their thinking (Kahneman, Slovic & Tversky, 1982).

:: ccording to the dual process theory (Evans, 2003), evidence

O

2.2. Human decision-making biases

decision-making. The following list shows a selection of

cognitive biases that are of high relevance and can distort
healthcare professionals’ judgments and potentially influence their
decision making.

:: here is a large variety of different biases influencing human

e Anchoring Bias: The anchoring bias occurs when a person’s
opinion is influenced by the initial information found or
provided to them (Fadus, Odunsi & Squeglia, 2019).

Biases Regarding People’s Characteristics: Connected to the
anchoring bias, there are several biases regarding a person’s
characteristics like race, gender, ethnicity, nationality, sexual
orientation, socioeconomic status (SES), previous stigmatized
diagnoses like AIDS, mental illness or disability. Biases towards
these characteristics are often implicit, i.e. unconscious and
uncontrollable. They are often displayed towards others in
non-verbal manners.

Availability Bias: In order to collect information and knowledge
for a decision-making process, people tend to favour
information that is more recent and prevalent in the memory
since it is easy to recall. This is called the availability bias, as it
can lead to an inaccurate perception of the information’s
relevance and result in a distorted view on the topic
(Kahneman et al., 1982).

Confirmation Bias: The confirmation bias is present when
selectively searching for information which confirms an
already formed opinion rather than looking for contradicting
evidence or weighing contradicting evidence less than
conformational evidence (Glick, 2017).

Base Rate Neglect / Base Rate Fallacy: The base rate neglect, also
called base rate fallacy, is present if the probability of the base
rate, which is the original probability, is underweighted or
neglected (Kahneman et al., 1982).

Premature Closure / Search Satisfying: A premature closure, also
called search satisfying, arises when the search for further or
alternative information is stopped upon finding the first
reasonable answer (O’Sullivan & Schofield, 2018).

Diagnostic Momentum: Diagnostic momentum describes the
acceptance of previous diagnoses made by other physicians,
carrying on the current course of treatment or other actions
without sufficiently investigating their accuracy (O’Sullivan &
Schofield, 2018).

Gambler’s Fallacy: If an outcome or an event has recently
occurred several times, people are prone to think that it is now
less likely to occur again due to the fact that it has already
happened (too) many times before (Clotfelter & Cook, 1993). In
reality, however, the probability of having a specific outcome
stays the same each time as it is independent of prior events
or outcomes (Clotfelter & Cook, 1993). This is called the
gambler’s fallacy.

L]

Framing Bias / Framing effect: People’s judgement or actions
can be influenced by the way a question is framed or
information is presented (Fadus, Odunsi & Squeglia, 2019). This
is what is considered the framing effect.

Overconfidence: The overconfidence bias is the tendency to
have an inflated view of one’s own judgement abilities
(Lucchiari & Pravettoni, 2012).

Publication Bias: “[The] Publication bias is the tendency of the
parts of investigators, reviewers, and editors to submit or
accept manuscripts for publication based on the direction or
strength of the study findings” (Dickersin, 1990).
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In the following chapter, empirical data on decision-making biases
in a clinical setting will be identified and analysed. The aim is to
explore whether health professionals are exposed to decision-
making biases and the potential impact on patient care.

3. Empirical data on the prevalence of
decision-making biases in medicine

medical setting focus on implicit racial, gender and

socioeconomic biases in medical students and physicians.
Evidence of implicit bias regarding race, socioeconomic status or
gender varies, as some studies find biases in health professionals
(Haider et al., 2015, Hall et al., 2015; Johnson et al., 2017; Harris et al.,
2018) while others do not (Williams et al., 2015). Another study by
Pettit et al. (2017) do not show any statistically significant
differences in clinical care for patients with different
socioeconomic status. However, they do show different
behavioural patterns towards patients with a higher
socioeconomic status such as a better communication or an
increased attentiveness to pain control. The research also found
that medical students tend to physically touch patients with a low
socioeconomic status more frequently. Arecent study by Yamauchi
et al. (2019) investigating in the psychiatric and social background
of patients found significant differences in clinical decision-making
by physicians when patients had a medical history of
schizophrenia.

:: any recent empirical studies on anchoring biases in the

The availability bias has been found to be prevalent in healthcare
professionals in several studies (Weber et al., 1993; Hatala et al.,
1999; Mamede et al., 2010; Schmidt et al., 2014; Rylander & Guerrasio,
2015), while the results have been consistent throughout the years.
A contributing factor that might enhance the availability bias is the
tendency of posting health articles on social media. Levels of
confirmation bias in health professionals have been shown to
influence which articles are shared on social media (Zhao, Fu &
Chen, 2020).

While there is not much empirical data on whether health
professionals are influenced by the confirmation bias, the studies
that do examine this bias in healthcare also find evidence of it
(Frotvedst et al., 2020; Atallah et al., 2020).

The findings regarding the base rate fallacy are diverse. While an
older study by Weber and colleagues only showed little prevalence
of base rate neglect (Weber et al., 1993), a recent study by Kinnear
& Jackson (2016) identified the major evidence of
representativeness heuristic, resulting in base rate neglect. The
latter study also identified that base rate neglect occurred despite
a good understanding of statistical probability concepts. One
possible explanation for this dissonance could be that the teaching
of diagnostic  decision-making foregrounds stereotypic
presentations of diseases (Kinnear & Jackson, 2016).

With regard to the bias of premature closure, both Berbaum and
colleagues (2013) and Rylander & Guerrasio (2015) discovered a
premature closure in medicine.

While the diagnostic momentum bias is mentioned as a potential
source of an error in several studies, there is not much empirical
evidence on the actual prevalence of this bias. In a study by
Heritage & McArthur (2019), 53% of treated diseases could be
attributed to diagnostic momentum, while doctors even gave
diagnoses without seeing the patient in 30% of the time.

Similar to the momentum bias, gambler’s fallacy is mentioned in
several studies, but the research on its prevalence in the medical
field is scarce. One study, however, finds Greek medical residents
to be significantly prone to the gambler’s fallacy (Msaouel et al.
2014).

Older studies on the prevalence of framing bias only show minimal
evidence of bias (Christensen et al., 1991; Christensen et al., 1995),
more recent studies indicate that health professionals are more
strongly influenced by framing (Perneger & Agoritsas, 2011;

O

Popovich, Szecket & Nahill, 2019). An interesting finding was, that
when rating the efficiency of a new drug, participants were most
impacted by framing when risk was presented in a relative format
(Perneger & Agoritsas, 2011).

Cucchetti and colleagues (2020) identified that the extent to which
physicians are affected by the overconfidence bias seems to be
influenced by their professional experience. While the best clinical
performance was found in middle-aged doctors, younger and older
health professionals were influenced stronger by overconfidence.
The reason seems to be that medical students or junior doctors do
not yet have complete knowledge for an accurate clinical
assessment, not consciously being aware that they might lack in
certain information (Cucchetti et al., 2020). With growing
experience and the realization that they do not know everything,
doctors develop a more critical view of their own knowledge
leading to more accurate judgements. With elderly physicians,
however, this healthy criticism seems to decrease again with
growing confidence in their knowledge due to years of experience.
This possibly leads to ignoring or not informing themselves about
novel relevant information, leading to lower judgement accuracy
(Cucchetti et al., 2020).

Since the thought behind Evidence-based medicine (EBM) is using
the research as a base for clinical decision making and actions, it is
highly relevant to know wheather published randomized
controlled trials are influenced by selective publishing based on
their outcomes. While there are some studies opposing this,
numerous papers find strong indications that the publication of
studies in medicine is biased towards positive outcomes, leaving
negative or null results either unpublished or published later
(Melander et al., 2003; Polyzos et al., 2011; Kicinski, 2013; Chong et al.,
2016; De Vries et al., 2018). A study by van Aert, Wicherts & van Assen
(2019) found only minimal to no evidence of publication bias, just
like Lensen and collegues (2017), who found no differences in
publication versus non-publication or publication time for studies
with negative or null results versus positive results. Not only
randomized controlled trials and metha-analyses are important
sources of information for professionals in medicine, but also
systematic reviews on these. Hence, the investigation into whether
these systematic reviews of medical research are also biased by the
publication bias is highly relevant. One study on systematic reviews
in otolaryngology found that authors mostly failed to “mention,
plan for, or formally evaluate for the presence of publication bias”
(Ross et al., 2019). Similar results were found in another study by
Hedin and colleagues (2016). Both studies conclude that the
probability of publication bias being present in the reviews is very
high.

In addition to these findings about the individual biases, they might
be interdependent or linked to each other. The presence of
confirmation bias, for example, could potentially induce a
premature closure, making clinicians accept a diagnosis without
considering plausible alternatives. The same can be said about
overconfidence, as a diagnosis might be accepted before its
complete verification (Frotvedt et al., 2020). Overconfidence in
health professionals does not seem to influence the tendency to
be affected by the confirmation bias (Frotvedt et al., 2020).
Confidence, however, seems to increase when confirmatory
search for information is used rather than searching the
information contradicting a previously assumed diagnosis
(Frotvedt et al., 2020).

4. The Impact of Biases on Diagnosis and
Treatment

arises whether, and if so, which impact decision-making
biases have on the process of reaching a diagnosis, giving the
correct diagnosis and on the course of treatment.

:: hen biases are prevalent in a clinical setting, the question

To start with the impact on the course of a diagnosis, the
availability bias, for instance, could potentially increase the risk of
unnecessary diagnostic steps as well as unnecessary exposure to
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tests. Nevertheless, when the disease description of the current
patient matches the previously experienced diagnosis, the
availability bias can actually present an advantage of a faster
diagnostic process (Weber et al., 1993). Hence, the availability bias
can have both negative and positive effects on the diagnostic
process.

The confirmation and anchoring bias could also lead to
unnecessary diagnostic processes as well as potential
misdiagnoses. There is a great chance that clinicians overlook or
disregard information that is important to make the right diagnosis
with both biases. This could firstly lead to wrong and hence
unnecessary diagnostic tests and, secondly, to potential
misdiagnosis. A study by O’Hagan et al. (2019) showed that when
health professionals were provided with observational data rather
than a potential diagnosis, they were more likely to identify the
correct diagnosis. On the contrary, if a potential diagnosis was
provided, clinicians “anchored” for the presented diagnosis.
Consequently, it can be concluded that the anchoring bias has a
significant impact on the diagnosis of patients. Another bias that
could easily lead to misdiagnosis is the gambler’s fallacy. A
premature closure can make healthcare professionals not only
prone to misdiagnosing, but also to failing to notice potential
coexisting diagnoses due to the premature ending of the
diagnostic process. The same holds true for diagnostic momentum.

Additionally, there is the risk of wrong treatment as a result of an
incorrect diagnosis. Even a delayed correct diagnosis can already
cause avoidable harm to the patient as they might first receive
either incorrect or no treatment at all, which can potentially
worsen their condition. This might happen as a result of the
overconfidence bias, when a physician overestimates their
judgement ability, and possibly gives a wrong diagnosis and
accordingly the wrong treatment. With the base rate neglect, there
might be the opposite risk of treating a patient who does not need
treatment.

A potential consequence of the framing effect is that it can
influence the perception of risk and benefit of certain treatments
(Perneger & Agoritsas, 2011). As a result, the distorted perception
may result in doctors over- or underestimating benefit and risk of a
treatment or drug and hence choosing an option, which might not
necessarily be ideal.

While there is no clear evidence that implicit bias in socioeconomic
status has a direct influence on medical decision making (Haider et
al., 2015; Pettit et al. 2017), it is found that implicit bias is rather
expressed in the behaviour towards patients. Physicians have been
found to pay more attention to pain control and had a better
communication with patients of a higher socioeconomic status,
while the opposite has been true for patients of a lower
socioeconomic status (Pettit et al., 2017). Similar results have been
found for implicit racial bias. As a result, implicit racial bias in health
professionals leads patients to have lower confidence in treatment
recommendations (Penner et al., 2016) and to struggle more to
adhere to them (Hagiwara et al., 2013; Penner et al., 2016).

Regarding gender bias, the research has found the evidence of
disparities in diagnostic and treatment decisions between men and
women in healthcare. The extent of investigation as well as
treatment differs between men and women, even when both
present the same symptoms, leading to women being less likely to
receive an appropriate diagnosis or treatment (Bonte et al., 2008;
Hamberg, 2008). Women’s symptoms have been found to rather be
interpreted as psychosocial or non-specific symptom diagnosis,
while men’s symptoms have rather been interpreted as organic
(Bonte et al., 2008).

5. Debiasing Strategies in Medical Decision-
making / Mitigation Approach

cognitive biases in order to make more rational and ideal

:: Cognitive debiasing is the process of reducing or eliminating
decisions. Other words for this process are cognitive forcing

O

strategies or cognitive bias mitigation (CBM). Recent research has
a great emphasis on reducing and preventing decision-making
biases in a medical setting. Based on this research, several CBM
strategies for the previously identified biases in the clinical setting
will be elaborated.

One attempt to reduce cognitive biases in clinical decision-making
described in the literature is guided reflection intervention, where
the more reflective and analytical type of reasoning is applied
(Norman et al., 2017; O’Sullivan & Schofield, 2018; Lambe, Hevey &
Kelly, 2018). This strategy motivates health professionals to
consider other potential diagnoses and collect confirming as well
as disconfirming data and evidence prior to giving a final diagnosis
(Lambe, Hevey & Kelly, 2018). In other words, physicians should
“slow down” when making the diagnosis (O’Sullivan & Schofield,
2018).

An example of a tool related to slowing down, examined by
O’Sullivan & Schofield (2019), is the so called “SLOW intervention”
(Fig. 1). This cognitive forcing tool was applied after each clinical
case which the participants of the study had to evaluate for a
diagnosis. Additional to the word “slow” as a reminder to slow

down, four questions, beginning with each letter of the word, are
) ]

asked.

Lets slow down a little and just review our decisions...

Sure about that? Why?

[Look at the data, What is [Lacking, does it all Link together ?

O O O

(Opposite - What if the opposite is true?

Worst case scenario, VWhat else could this be? D

Figure 1: Cognitive mitigation tool by O'Sullivan & Schofield (2019)

These questions were supposed to function as a metacognitive
trigger and improve diagnostic accuracy. Each question is aiming at
mitigating different biases. The following biases were included in
the study: “representative  bias, conjunction fallacy,
overconfidence, base rate neglect, diagnostic momentum, [...],
the framing effect, conjunction rule and availability bias”. Even
though doctors involved in the study stated a perceived positive
effect on the diagnostic accuracy, quantitative data could not
support their subjective observation. Although this cognitive
forcing tool led to diagnostic improvements in some cases, the
overall results were not statistically significant. The SLOW
intervention showed to be the most efficient in reducing the
confirmation bias in this study (O’Sullivan & Schofield, 2019).

Bhatti (2018) suggests the use of a checklist to reduce bias and
increase the diagnostic accuracy. The checklist includes steps like a
diagnostic time-out, formulating several diagnostic hypotheses
(differential diagnoses) as well as the removal of one’s past form
the patient. The latter may be useful to mitigate the framing bias.
A study indicates that in 80% of cases of a diagnostic error, the
absence of a differential diagnosis was considered the cause
(Bhatti, 2018). Therefore, the formulation of several potential
diagnoses could decrease diagnostic errors. The diagnostic time-
out can potentially be beneficial to reduce the availability bias, the
premature closure and the confirmation bias by having the time to
gain a new perspective, rethinking the diagnosis and not ending
the diagnostic process too fast. Similar to Bhatti, another study by
Kasick and colleagues (2019) aimed to increase the diagnostic
accuracy by a diagnostic time-out and using their Differential
Diagnosis Scoring Rubric. The Differential Diagnosis Scoring Rubric
is a scoring tool to increase documentation and quality of
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differential diagnoses. Even though this study does not specifically
aim to mitigate biases, their principle is similar to the above-
mentioned ones. Their study indicates an increased quality of the
documented differential diagnosis, which might increase the
diagnostic accuracy.

A different approach on reducing bias, which is rather applicable
for smaller groups, is discussing diagnostic examinations at
meetings with other clinicians or medical students (Bhatti, 2018).
As biases seem to be the result of unconscious thinking patterns,
teaching better clinical reasoning and metacognitive skills appear
to be a good approach to mitigate biases in clinical decision
making. Metacognition is described as “the awareness of, and
insight into one’s own thought process” (O’Sullivan & Schofield,
2018). In addition, as many biases are based on statistical principals,
educating medical students on these as well as statistical biases
seems to be important, especially as statistics is currently lacking in
the medical curricula (O’Sullivan & Schofield, 2018).

Although teaching about biases and critical thinking might not
necessarily lead to less diagnostic errors, it helps to increase the
awareness for biased decision making and improves professionals’
critical thinking skills (O’Sullivan & Schofield, 2019; Royce, Hayes &
Schwartzstein, 2019). A study by Reilly et al. (2014) found that case-
based teaching of bias awareness caused “the development and
implementation of algorithms and protocols for avoiding affective
bias (bias due to an emotional response), the use of standardized
neurological evaluations, and increased consultations for difficult
cases” (Royce, Hayes & Schwartzstein, 2019).

Nevertheless, cognitive bias mitigation is a challenge due to
various reasons. Since most human coghnitive biases are implicit, it
is very difficult to tackle them. Bhatti (2018) describes that
“inherent psychological defence mechanisms shield our cognitive
processes from self-analysis and critique”, which illustrates the
underlying problem. As many health professionals are prone to the
bias blind spot and hence do not recognise their biases, getting
them to integrate CBM strategies into their decision-making
processes may be difficult. It is important and a challenge to
transfer the evaluated mitigation strategies into a real-life setting
where health professionals are eager to use them (Ludolph &
Schulz, 2017). Another challenge in the research of cognitive
debiasing is the lacking internal coherence in the terminology of
biases as well as debiasing strategies (Ludolph & Schulz, 2017). In
different studies, names of biases and especially names of
debiasing strategies differ widely, even when describing the same
concept. Additionally, the research studying the impact and
efficiency of cognitive debiasing strategies is limited by
methodological problems (Royce, Hayes & Schwartzstein, 2019).

6. Conclusion

6.1. Summary of Findings and Discussion

data on the prevalence of cognitive biases in a clinical setting.

The results show that availability bias, premature closure,
framing bias, socioeconomic, racial/ethnic and gender bias have
been confirmed to be prevalent in medical students and physicians.
The publication bias towards positive outcomes as well as
underrepresentation of women in medical trials and literature has
also been noted to have a material impact as well as a great impact
on evidence-based medicine. While there is only very limited
research on the confirmation bias and diagnostic momentum, the
available data also confirms their occurrence in medicine. The
findings on the base rate neglect, anchoring bias and
overconfidence bias are diverse, while the latter two seem to be
dependent on the degree of experience of health professionals.

:: he first part of this article deals with the analysis of empirical

The empirical data on the impact of these biases on patient
outcomes is scarce. Some studies documented the potential of
misdiagnosis and mistreatment due to the availability and
anchoring bias. Serious consequences due to an incorrect
diagnosis or treatment could also result from the diagnostic

O

momentum, premature closure and base rate neglect, even
though this is not empirically confirmed. The research regarding
the framing effect identifies a great impact on the judgement of
treatments in both health professionals and patients. Moreover,
the high prevalence of the publication bias can have a huge impact
on physicians’ decision-making. Since evidence-based medicine
relies on empirical data, health professionals will have a distorted
view and make imperfect decisions as a consequence of only
fragmentary published data. Additionally, the continued
underrepresentation of women in clinical trials, textbooks and
other medical literature is likely to result in physicians missing
diagnoses, misdiagnosing, or mistreating women.

Regarding cognitive bias mitigation approaches, there are still very
few effective strategies to reduce biases in the clinical setting, even
though recent research has a great focus on the mitigation
research. Some effective debiasing strategies include framing risks
differently (e.g. using frequency format and absolute numbers or
using subsets) to reduce base rate neglect and the framing effect
and “confidence-based assessment” to reduce overconfidence.
The strategies encouraging the use of a more reflective thinking
such as slowing down, considering the opposite or the use of
checklists were found to be effective only for some biases. These
include a premature closure, the confirmation, anchoring, and the
availability bias. Bias specific teaching helps to increase awareness
about biases and improve critical thinking. This approach,
however, seems to fail to reduce diagnostic errors. The same
applies to cultural competency training and sessions about gender
to increase awareness and reduce health disparities. In order to
challenge the publication bias, editors and authors must take
measures to make sure that both positive and negative or null-
result studies get published and represented in journals.

6.2. Limitations and Future Research

country or specific medical field. This is true especially for the

evaluation of prevalence and impact of cognitive biases in the

clinical setting as well as the effectiveness of mitigation
strategies. Additionally, it is particularly relevant for studies
evaluating biases where only little evidence is available, such as
diagnostic momentum, gambler’s fallacy, base rate neglect and
confirmation bias. For instance, the two studies, by Frotvedt (2020)
and Atallah (2020), analysing confirmation bias are geographically
limited to Norway and the US, respectively. The mentioned study
by Msaouel and colleagues (2014), examining Gambler’s fallacy,
includes only Greek medical residents, while Heritage & McArthur’s
(2019) study, investigating diagnostic momentum, solely includes
US physicians. Studies exploring a premature closure and
overconfidence are mostly limited to certain medical fields.
Berbaum and colleagues (2013) exclusively enrolled radiologists in
their study, while Cucchetti and colleagues (2020) focused on
Gastroenterologists, Hepatologists and Surgeons. Consequently,
the results of these studies cannot be generally applied as they may
not be significant in other countries or different medical fields.

:: ome studies mentioned in the analysis are limited to a certain

As the empirical evidence on the impact of cognitive biases on
clinical outcome is scarce for most biases, especially on diagnostic
momentum, premature closure and base rate neglect, further
research is necessary in this field. It is important to determine the
extent to which biases in healthcare professionals translate into
negative clinical outcomes such as misdiagnosis, delayed
diagnosis, or mistreatment. Only this way, the importance of
incorporating debiasing strategies and tools into the clinical
setting, and which biases to focus on, can be properly assessed.

Furthermore, even though recent literature puts great emphasis
on cognitive debiasing strategies and suggests several methods
how to reduce or prevent biases, there are still very few
approaches that have proven to be efficient. Therefore, much
more research is needed to identify and develop more successful
strategies.
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