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An Integrated Database to Measure Living Standards

Elena Dalla Chiara1, Martina Menon1, and Federico Perali1

This study generates an integrated database to measure living standards in Italy using
propensity score matching. We follow the recommendations of the Commission on the
Measurement of Economic Performance and Social Progress proposing that income,
consumption of market goods and nonmarket activities, and wealth, rather than production,
should be evaluated jointly in order to appropriately measure material welfare. Our integrated
database is similar in design to the one built for the United States by the Levy Economics
Institute to measure the multiple dimensions of well-being. In the United States, as is the case
for Italy and most European countries, the state does not maintain a unified database to
measure household economic well-being, and data sources about income and employment
surveys and other surveys on wealth and the use of time have to be statistically matched. The
measure of well-being is therefore the result of a multidimensional evaluation process no
longer associated with a single indicator, as is usually the case when measuring gross
domestic product. The estimation of individual and social welfare, multidimensional poverty
and inequality does require an integrated living standard database where information about
consumption, income, time use and subjective well-being are jointly available. With this
objective in mind, we combine information available in four different surveys: the European
Union Statistics on Income and Living Conditions Survey, the Household Budget Survey, the
Time Use Survey, and the Household Conditions and Social Capital Survey. We perform
three different statistical matching procedures to link the relevant dimensions of living
standards contained in each survey and report both the statistical and economic tests carried
out to evaluate the quality of the procedure at a high level of detail.

Key words: Propensity score; statistical matching; well-being; fused data; multidimensional
poverty.

1. Introduction

In times of recession it is especially important to understand the multidimensional linkages

among income, wealth and consumption and how costs and opportunities are distributed

across social classes and territories. In France, the Fitoussi Commission (Stiglitz et al.

2010) set up by the French government to identify new tools to measure economic

performance and social progress believes that it is now time to shift the attention from the

measurement of economic production to the measurement of the well-being of people. To

evaluate material welfare, the Commission proposes that income, consumption of both

goods and time, and wealth, rather than production, should be evaluated jointly with the

aim of broadening the measures traditionally used for family support, including the

evaluation of non-market activities. Income or consumption alone cannot comprehensively
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describe a household’s standard of living, although consumption inequality often mirrors

income inequality (Attanasio et al. 2015). Consumption, defined by total household

expenditure, including possibly an imputed income from housing, differs from income

because a household can borrow or save, and it should better reflect long-term standard

of living and lifetime resources (Slesnick 1993; Blundell and Preston 1995; Meyer and

Sullivan 2011; Brewer and O’Dea 2012).

The measure of well-being is therefore the result of a multidimensional evaluation

process no longer associated with a single indicator, as is usually the case when measuring

gross domestic product. A person’s standard of living depends on multidimensional

circumstances such as health status, equal access to education, the ability to develop

personal relationships, to enjoy a clean environment and to invest in activities creating

social capital. The estimation of individual and social welfare, multidimensional poverty

and inequality, which is especially important in light of the evaluation of the impact of

Horizon 2020, requires an integrated living standards database where information about

consumption, income, time use and subjective well-being are jointly available. Similarly,

integrated information is necessary to properly model household production, male and

female labor supply, the full cost of children, and fertility decisions accounting for the cost

of time invested in child care (Caiumi and Perali 2015).

This integrated architecture is also appropriate for identifying the short and long-run

actions guaranteeing the well-being of present and future generations as pursued, for

example, by the ISTAT (Italian National Institute of Statistics) which, for the years 2013

and 2014, has produced a policy-relevant report on the Equitable and Sustainable

Well-Being of Italians (ISTAT 2013, 2014). Integrated databases about living standards are

also useful in epidemiological studies because they can serve as controls for case studies

designed to capture all relevant quality-of-life dimensions in order to understand the causes

of public health problems such as juvenile crime or public-health related aspects. The

ecological framework, which is often used to explain why some groups in society are at a

higher risk of exposure to public health problems while others are protected, views public

“disease” as the outcome of interactions between many factors at four levels – the

individual, the relationship, the community, and the societal (Krug et al. 2002).

An integrated database with a design similar to the one described in the present study

has been built for the US by the Levy Economics Institute to measure the multiple

dimensions of well-being. In the United States, as in Italy and most European countries,

the state does not collect a unified database to measure household economic well-being.

Hence data sources about income and employment surveys and other surveys on wealth

and time use have to be statistically matched to form the Levy Institute Measure of

Economic Well-being (LIMEW) database (Wolff and Zacharias 2003; Kum and

Masterson 2010; Sharpe et al. 2011; Wolff et al. 2012).

The Living Standard Measurement Studies (LSMS) conducted by the World Bank in

most developing countries, on the other hand, have been designed to capture all the

dimensions affecting well-being and quality of life and, in most cases, do not need such

a composite matching design. In a developing country context, it is more cost and time

efficient to carry out an integrated survey rather than a survey specific to each relevant

dimension, as is done in most developed countries where a higher level of statistical

precision is required.
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Our aim is to create an integrated data set to measure living standards that combines

information available from different data sources using Italian data as an empirical

example. Our main contribution to the literature is to evaluate both the statistical and

economic robustness of the fused data. To this end, we show how to perform robust

economic tests based on the fundamental Engel relationship verifying the viability of the

fused database for economic analysis. We also illustrate the policy potential of the Italian

integrated data set by presenting an excerpt of the results of a research measuring

multidimensional poverty and of a causal investigation of juvenile crime in Italy. The

matched data set contains information collected in four different surveys: the European

Union Statistics on Income and Living Conditions survey (henceforth EUSILC), the

Household Budget Survey carried out by the Italian National Statistical Institute

(henceforth HBS), the Time Use Survey by the Italian National Statistical Institute

(henceforth TUS), the Household Conditions and Social Capital survey of the

International Center of Family Studies (henceforth CISF). We implement the statistical

matching by using a propensity score approach (Rosenbaum and Rubin 1983; Caliendo

and Kopeinig 2008). We also investigate uncertainty by calculating the Fréchet inequality

for the contingency table associating income and expenditure classes, which is a special

concern of the present analysis.

Our findings relate to Italian data. However, both the implementation method, which

is rarely applied to the fusion of four data sets, and the evaluation method, adopting both

statistical and economic tests of the quality of the matching, are of general interest. The

matching performance is comparable with the matching results adopted by the Levy

Institute (Kum and Masterson 2010; Masterson 2010, 2014; Wolff et al. 2012; Rios-Avila

2014, 2015, 2016; Albayrak and Masterson 2017) using mainly US and Canadian data, and

with Eurostat (Leulescu and Agafitei 2013; Webber and Tonkin 2013). This evidence

suggests that if the same method is applied to other EU countries, the performance is likely

to be as statistically and economically robust.

This assertion does not imply that this work is exempted from limitations. In absence

of auxiliary information, the present application is developed under the conditional

independence assumption. We studied the inferential consequences of this assumption by

analyzing the uncertainty associated with the lack of joint information about the variables

of interest. Another important limitation relates to the matching of complex sample

surveys. This aspect is particularly exacerbated when the final integrated database is

obtained after more than two linkages. Because of the potential accumulation of sources of

imprecision as more surveys are fused mixing data from different clusters and strata, the

reliability of the results may be affected. This is a relevant issue that, in our view, deserves

greater research attention.

The rest of the article is organized as follows Section 2 describes the methodology to

implement statistical matching using the propensity score approach. The single data sets

are delineated in Section 3. Section 4 provides a detailed description of the three statistical

match procedures and analyzes both the statistical and economic robustness of the

outcomes. Section 5 illustrates an empirical application about the measurement of

multidimensional poverty in Italy that exploits the fused living standard database.

Section 6 summarizes the main findings and draws conclusions that could be useful for

future. The supplemental material consists of Tables A1–A18 and Figures A1–A8.
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2. The Statistical Matching Method

Statistical matching techniques enable the integration of two or more data sources that

refer to the same target population and share a common set of variables. Matching

combines information observed in a donor data set, which can also be considered the

control group, with units of a recipient data set, which can be considered as the treatment

group, with missing values for those variables. The donor data set is the database that

contains the extra information and normally includes the largest number of observations.

In practice, statistical matching can be seen as a method of variable imputation from a

donor to a recipient survey (Rubin and Schenker 1986; D’Orazio et al. 2006a; Kum and

Masterson 2010; Tedeschi and Pisano 2013; Donatiello et al. 2014).

Let A and B be two independent samples of size nA and nB respectively, drawn from the

same population. Variables Y are observed only in A, while variables Z are observed only

in B. A set of variables X are collected in both samples and are correlated with both Y and

Z. The main goal of statistical matching is to estimate the joint distribution of (Y, Z, X) or

at least on the pairs of target variables that are not observed jointly (Y, Z). The relation

between these common variables and the specific variables observed only in one of the

data sets is used to impute from a donor data set A information on Y in the recipient data set

B for similar units and a synthetic dataset is generated with complete information on X, Y

and Z representative of the population of interest.

Statistical matching methods can be classified into three broad categories: non-

parametric methods such as the constrained or unconstrained hot deck method; regression-

based parametric methods; and mixed methods. Hot deck imputation involves replacing

missing values with values from a donor unit similar in terms of common characteristics.

A hot deck application is random when the donor is selected randomly from a donor pool.

The constrained hot deck method ensures that each record in the donor file is used only

once to impute the non-observed variables in the recipient file using values really existing

in the donor file. Mixed methods involve a combination of parametric and non-parametric

techniques in a two-stage process such as the predictive mean matching imputation

method or the propensity score matching.

This study adopts the latter approach. Statistical matching is a delicate exercise because

of the dimensionality problem related to the high number of shared covariates, the number

of possible values of categorical variables, and the presence of continuous variables that

can reflect many different values. The propensity score is one possible balancing score

that deals with the high dimensionality of the procedure reducing the problem to one-

dimension. There are other attractive ways to deal with the dimensionality problem, such

as the predictive mean matching (PMM) also when integrated in hot deck matching

schemes (Kum and Masterson 2010; Leulescu and Agafitei 2013). The hot deck matching

tends to break down when the sample size is small or the set of selecting variables is large,

because the pool of potential donors is limited and robust matches are rare (Mittag 2013).

Andridge and Little (2010) contend that very little is known about the theoretical

properties of hot deck procedures. On the other hand, because the hot deck is a

nonparametric technique, it is less exposed to model misspecification.

Rosenbaum and Rubin (1983) proposed the use of balancing scores applied to the most

relevant observed common variables. The balancing score b(X) is a function of the
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observed covariates X such that the conditional distribution of X given b(X) is independent

ð’Þ of assignment in the treatment (D) D ’ XjbðXÞ. Originally, this technique was

introduced to estimate causal effects between treated and control groups in non-

randomized experiments.

The propensity score is estimated using a logistic or probit regression specified on the

selected set of covariates that are common to all questionnaires, and its estimated score

can be considered a synthetic indicator of the shared variables used in this function. The

propensity score is the conditional probability of assignment to a particular treatment

conditional on a set of observed covariates pðXÞ ¼ probðD ¼ 1jXÞ, where D is an indicator

equal to 1 if an observation refers to the treated group and 0 otherwise.

For a statistically robust application of the propensity score, the assumptions normally

made when implementing a statistical matching procedure can be stated in a randomized

trial context (Rosenbaum and Rubin 1983):

Conditional independence: given a set of common covariates that are not affected by

treatment, the potential outcomes are independent of treatment assignment

D ’ Y0; Y1jX ¼. D ’ Y0; Y1jpðXÞ:

Common support: observations with the same covariate values have a positive

probability of being both in treated and untreated

Y0; Y1 ’ DjX:

The conditional independence assumption asserts that the outcome in the control group

is independent of the treatment D conditional on the selected set of covariates. In the early

statistical matching implementations, it was frequent to assume the independence of

the never jointly observed variables Y and Z given the set of common variables X,

f(x,y,z) ¼ fYjX( yjx)fZjX(zjx)fX(x) where fYjX is the conditional density function of Y given

X, fZjX is the conditional density function of Z given X and fX is the marginal density

function of X (D’Orazio et al. 2006a). Conditional independence rarely holds in practice.

In a statistical matching context where only A and B are available it is not possible to test

the conditional independence assumption. Modern applications exploit, when possible,

relevant information from an auxiliary data source to overcome the conditional

independence assumption (Donatiello et al. 2014) and evaluate the uncertainty associated

with the lack of joint information about the variables of interest (Conti et al. 2017).

The common support requirement states that the distribution of observed covariates is

as similar as possible in both groups. This assumption ensures that there is an overlap

in the characteristics of treated and untreated observations sufficient to have potential

matches in the untreated group.

Note that when using the terms treated and control in the context of statistical matching

rather than a randomized trial context, we refer to the treated group as the recipient data set

and to the control group as the donor data set. This analogy says that the treated group is

the recipient of the treatment, that is, the additional information coming from the control

(donor) data set that donates information (treats) the recipient. In a multiple matching
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exercise, as it is in our application, there are multiple donor data sets contributing

information to the single recipient data set.

Another relevant assumption underlying the implementation of a statistical matching

procedure is that the processes generating the missing data is missing completely at

random (MCAR). There is no systematic relationship between the propensity of missing

values and any data, either observed or missing, because missingness is induced by the

sampling design (D’Orazio et al. 2006a). In general, ignorability assumes that missing data

can be considered as occurring effectively at random, so that the effects of the unobserved,

possibly confounding, factors and missing data can be ignored. Strong ignorability

(Rosenbaum and Rubin 1983) presumes that the conditional independence assumption

holds and that there is common support, or overlap, between the data sets. In most cases,

it is difficult to validate the ignorability assumption because statistical matching suffers

from the identification problem concerning the association of the variables never jointly

observed, given that the variables common to both data sets cannot be estimated from the

observed data. This is a general problem that affects all statistical matching procedures,

not just the propensity score. The validity of a matching technique concerning the

preservation of the true association of the variables never jointly observed depends on the

explanatory power of the common variables (Rässler 2002, 2004; Kiesl and Rässler 2009).

Given these common variables, the variables not jointly observed can be more or less

independent after statistical matching.

For every variable specific to each data set to be fused, the marginal joint cumulative

distribution function is bounded by the Fréchet inequality (D’Orazio et al. 2006a,b, 2009,

2017; Kiesl and Rässler 2009; Conti et al. 2012; Conti et al. 2017). The range of these

bounds may be used to evaluate the data fusion procedure, although the bounds may not

represent a sufficiently stringent interval to be useful in all practical situations. In general,

the higher the explanatory power of the common variables and the narrower the bounds of

the association, the more reliable are the matching results at all interesting levels of

validity. In any event, it is important to recognize that, from the observed data, we are not

able to uniquely recover the underlying joint distribution that could have generated the

data because of the range indeterminacy.

In Subsection 4.1, we investigate uncertainty stemming from the identification problem

associated with the lack of joint information on the variables of interest by calculating the

Fréchet inequality for the contingency table associating income and expenditure classes.

This is an especially important economic relation not only for the estimation of short-term

savings but also for the related measures of well-being, poverty and inequality (Donatiello

et al. 2014; Conti et al. 2016; Conti et al. 2017). The distance between bounds is affected

by the number of classes and by the elements included in the set of matching variables.

Shorter intervals decrease uncertainty and as a consequence increase trust in the

conditional independence assumption. It is in this sense that the analysis of uncertainty can

be viewed as a measure of the relevance of the conditional independence assumption and

the overall quality of the procedure, and as a specification tool for selecting the most

appropriate set of matching variables.

The assumption of conditional independence is especially untenable in the case of

consumption and income, although conditional independence seems to be an innocent

assumption when the matching variables include a reliable proxy for income as auxiliary
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information (Singh et al. 1990; Donatiello et al. 2014; Conti et al. 2016; Conti et al. 2017).

In the HBS survey, information about aggregate household incomes is recorded in large

intervals as it is stated by respondents, while in the EUSILC database it is constructed with

a much higher level of detail on all different types of income earned by all household

members. Though affected by large measurement errors, it maintains a high correlation

with income. Thus, it may serve as reliable auxiliary information (Singh et al. 1993; Coli

et al. 2005; Donatiello et al. 2014). Because the income section of the HBS is not available

to users that do not belong to ISTAT, we imputed income at the individual level using

information from EUSILC and then summed individual incomes to determine household

income. As predictors included in the multiple imputation procedure using the predictive

mean matching method, we used the variables region, family type, age, gender, education

level, occupational status, job, part-time or full-time worker, and the distinction between

dependent or self-employed worker. Predicted income was then used as a matching

variable and included in the specification of the logistic model estimating the propensity

score, where it performed with high explanatory power.

2.1. Implementation of the Statistical Matching Method

We now describe in sequence the steps adopted to implement our statistical matching

procedure.

1. Harmonization of the data sets. The first step of the matching procedure

harmonizes the common variables across data sets by comparing and adjusting the

definitions and classifications to make them homogeneous. We also need to choose

the best set of “matching variables” observed in both data sets that have a significant

relationship with the variables of interest. A correct selection of variables controls

for differences within groups because the selected variables need to be independent

of the group assignment, thus affecting the outcome but not the exposure. The model

specification involves a trade-off between the common support condition and

the plausibility of the conditional independence assumption. A parsimonious

specification may not affect common support, but may affect the plausibility of

conditional independence, while a full specification may give rise to a support

problem by affecting the common support condition (Black and Smith 2004;

Caliendo and Kopeinig 2008). The main purpose of the propensity score estimate is

to balance all covariates, not to define the best selection into groups (Augurzky and

Schmidt 2001).

2. Compare the distribution of X. To inspect whether the common variables are

independent of sample selection, we compare the marginal and joint distribution in

the recipient and donor group by testing the similarity in distribution and calculating

the between groups distance using both the absolute difference and Cramer’s V

test (Sisto 2006; Masterson 2010; Leulescu and Agafitei 2013). Distributions can be

also compared using the Hellinger distance. In our context, this measure is always

coherent and consistent with Cramer’s V test, which is our selected test. Both the

Hellinger distance and Cramer’s V assume values between 0 and 1. A value close to

0 means that the relationship between the two distributions is weak. For Cramer’s V

test, the acceptance threshold of weak relationship is 0.15. Before matching, the
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common set of variables may have statistically different distributions, but after the

implementation of the propensity score matching procedure, the common set of

variables should be balanced within the strata.

3. Estimate the selected statistical matching method (Propensity Score Matching).

The matching variables are then used to estimate the propensity score value. The set

of matching variables is specific to each pair-wise matching that we describe in the

next sections.

4. Validate the propensity score procedure by a) computing balancing tests, and

b) checking the overlap and region of common support between the two groups. As

summarized by Lee (2013), to validate the result of the selected propensity score

specification, four balancing tests are recommended: i) standardized differences

proposed by Rosenbaum and Rubin (1985) for evaluating the bias reduction due to

the success of the matching procedure, and consequently analysis of the distance in

marginal distributions of the common variables; ii) t-tests to evaluate the equality of

each covariate mean between the recipient and donor groups (Rosenbaum and Rubin

1985); iii) stratification test for testing the mean differences within strata of the

propensity score (Dehejia and Wahba 1999, 2002); iv) Hotelling test or F-test to

verify the joint equality of covariate means between the reciepient and donor groups

(Smith and Todd 2005).

The standardized difference was computed as the percentage of the ratio between

the difference of sample means in the recipient and donor subsamples and the square

root of the average of sample variance in both groups. Following Rosenbaum and

Rubin (1985) a standardized difference is “large” if it is greater than 20. We also

computed a t-test to verify if the mean of each common variable between the recipient

and the donor database is not statistically different before and after the matching.

The stratification test was developed in two steps. In the first phase the

observations were divided into strata. To determine the number of strata, the

estimated propensity score was split into ranges provided that its mean within each

stratum was not statistically different in the recipient and donor group. In the second

step, for each stratum a t-test was performed to test whether the common covariates

presented the same distribution in both groups (Dehejia and Wahba 2002; Caliendo

and Kopeinig 2008; Garrido et al. 2014). If the t-test is rejected in even only one

stratum, then the propensity score model is not well specified and the specification

should be corrected until there are no significant differences between the two groups

and the conditional independence assumption is more likely to hold (Caliendo and

Kopeinig 2008; Lee 2013).

The Hotelling test is used to jointly test the equality of the means in all covariates

used in propensity score specification, between the recipient and donor data set.

If the null hypothesis is rejected, there is no balance in covariates between the two

data sets. This test is adopted in multivariate tests of hypotheses and it is the

generalization on the t-test used in univariate problems.

To assess whether the characteristics observed in the recipient group are also

observed in the donor group, it is important to verify the overlap of the region of

common support of the propensity score value between these two groups (Lechner

2008). This investigation is crucial because the lack of common support may lead

Journal of Official Statistics538



to biased results since the donor group may not be sufficiently similar to the

recipient one. A graphical analysis of the density distributions of the propensity

score in the recipient and donor group permits a visual inspection of the range and

shape of the propensity score distributions (Caliendo and Kopeing 2008). The

estimated propensity score is then used to match each individual in the recipient

group to an individual in the donor group.

5. Choose the matching algorithm. Rodgers (1984) distinguishes between the

constrained and unconstrained algorithm types. An unconstrained method imposes

no restrictions on the number of times a donor unit may be imputed because it takes

simple random samples with replacement. It has the advantage of permitting the

closest possible match to each record at the cost of increasing the sample variance

of the estimators (Rodgers 1984; Rässler 2002; Kum and Masterson 2010). The

distributions of the imputed variables are therefore more likely to represent

the empirical marginal or conditional distributions of the selected sample, rather than

the ones observed in the original donor file. Despite this disadvantage, unconstrained

matching is still the method most frequently used (Rodgers 1984; Kum and

Masterson 2010). On the other hand, a disadvantage of the constrained method is that

the average distance between the recipient and donor values of the matching

variables is plausibly larger, and sometimes unacceptably larger, than in the

unconstrained case because matching is implemented without replacement. It is

important to remark that the use of sampling weights make sure that donor records

can be matched to more than one recipient and vice versa. From a practical point of

view, constrained matching is computationally more demanding than unconstrained

matching.

The main matching algorithms are nearest neighbor, caliper and radius,

stratification and interval, kernel and local linear, and weighting (Chen and Shao

2000; Caliendo and Kopeinig 2008; Kum and Masterson 2010). The choice in

regard to performing a matching with or without replacement and the number of

comparison units involves a trade-off between bias and variance. The two aspects

are inter-related because, for example, a matching with replacement and a smaller

number of comparison units reduces both the bias and the precision (Dehejia and

Wahba 2002). All methods yield similar results with large samples, while the trade-

off between bias and variance is mainly relevant for small samples. As a result,

there is not a better matching algorithm, but its choice should be evaluated case-by-

case on the data structure (Caliendo and Kopeinig 2008). We compared different

matching algorithms. Our preferred choice was the nearest neighbor algorithm with

replacement and one comparison unit because it was the most effective algorithm

in preserving the distribution of the donor data set as it is described in Subsection

4.1. For each individual of the recipient database we selected the individual in the

donor database with the closest distance in terms of propensity score. The matching

algorithm imputed the missing values of the recipient sample using the information

from the donor sample.

6. Assess the statistical matching quality by a) inspecting distributions, b) analyzing

the trend of the imputed variables by the set of X covariates comparing the ratio of

mean and median in the two groups, and c) performing uncertainty analysis by
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computing Fréchet Bounds between the variables of interest. Rässler (2002)

describes four levels of validity to evaluate a matching procedure: preserving

individual values, preserving joint distributions, preserving correlation structures,

and preserving marginal distributions. In most cases, only the last level, which

establishes a minimum validity requirement, can be verified, although recent

literature shows that both the preservation of the joint distribution and the

preservation of the correlation structure can be evaluated (Conti et al. 2016; Conti

et al. 2017). Statistical matching can be considered successful if the marginal and

the joint distribution of the covariates and the imputed information show similar

trends in the original and the synthetic databases. We assessed the matching

procedure by both inspecting the distributions of the extra information in the two

databases, and comparing the distribution of the imputed covariates by the set of

common variables used in the propensity function, computing the ratio of mean and

the ratio of median (Kum and Masterson 2010; Webber and Tonkin 2013). The

ratio of mean (median) is calculated as the ratio between the mean (median) of the

recipient data set and the mean (median) of the donor data set. To demonstrate

whether the two groups are different in the means or medians, we consider the

distance of the ratio from 100, being the value that represents the perfect similarity

in the means or medians of the two groups. There is no defined threshold to

establish if the imputed information in the two samples can be considered

comparable, but the closer the ratio is to 100, the greater the similarity of the extra

information.

Further, as part of the statistical evaluation, it is important to deal with the source

of indeterminacy stemming from the conditional independence assumption and

improve the overall quality of the procedure by exploring the degree of uncertainty

associated with the matching results, as we did in our empirical application, and

possibly exploiting auxiliary information when available, or introducing meaningful

logical constraints (D’Orazio et al. 2006b; Conti et al. 2016; Conti et al. 2017).

7. Assess the economic matching quality using Engel curves, poverty and inequality

analysis.

3. Data Sets Description

In the following section, we briefly describe the four surveys used in this work.

Subsequently, we analyze the characteristics and properties of each statistical matching

performed.

The implementation of the Stiglitz et al. (2010) proposal to measure well-being in a

comprehensive manner based on an extended notion of income that accounts for the value

of private and public consumption, working and nonworking time, financial and social

assets, requires the integration of several sources of information about households. We

now describe the data sets related to the consumption, income and wealth, time use and

social dimensions that we combined to construct a multidimensional measure of economic

well-being representative of the Italian population. This objective requires adopting a

matching procedure that is careful to preserve at least the marginal distribution of the main
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economic and social variables of interest, paying especial attention to the varying

sampling designs of each data set.

3.1. European Union Statistics on the Income and Living Conditions Survey (EUSILC):

The Recipient Survey

EUSILC is an annual statistical survey that gathers comparable cross-sectional and

longitudinal data for the EU Member States. In Italy, the National Statistical Institute

(ISTAT) conducts the survey. The EUSILC sample is drawn with a two-stage sampling

design where primary units are municipalities and secondary units are households. A

sample of 760 municipalities is selected, according to a conditional Poisson design with

inclusion probabilities proportional to demographic sizes within strata. From each selected

municipality, households are drawn by simple random sampling. We use the 2010 sample

of 19,147 households corresponding to 47,551 individuals. The sampled households

are selected with a rotational design where a fraction of the sample of the previous

survey is dropped and replaced with a new sample of equal size maintaining the same

representativeness of the whole population. The survey collects information on incomes,

wealth and living conditions at both the household and individual levels. EUSILC also

gives detailed information on socio-demographic characteristics, housing conditions,

health and education, employment status, economic activity and other firm-specific

attributes.

3.2. Household Budget Survey (HBS)

The ISTAT consumption survey collects detailed information on household expenditure

on goods and consumer services in diverse categories, such as foodstuffs, clothing,

housing, transport, education, health and holidays. Expenditures in the HBS are classified

using the United Nations’ five-digit Classification of Individual Consumption According

to Purpose (COICOP) classifications. The main aim of this survey is to analyze and

evaluate the trend in household expenditure in relation to the socio-demographic

characteristics of family members. We used the data collected in 2009. The HBS sample

is drawn with a two-stage sampling design. The primary sampling units are municipalities.

They amount to around 470 selected among two groups according to a conditional Poisson

design with inclusion probabilities proportional to demographic sizes within strata. From

each selected municipality, households are drawn by simple random sampling. The sample

is composed of 23,005 households.

3.3. Time Use Survey (TUS)

The TUS records the time employed in daily activities by each household member. The

respondent keeps a diary reporting the main activity undertaken, any other activity taking

place at the same time, and the places in which the activities are carried out. Each family,

selected according to a random procedure, compiles a diary for either one day of the week,

Saturday or Sunday according to the day of the visit. To implement the matching

procedure, we first imputed the time spent on each activity for those days that the

household member did not have to fill in the diary. The TUS also reports on socio-

demographic characteristics, education, economic activity, housing, and health conditions.
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The sampling design is implemented in two stages. The first stage units are municipalities

(508) and the second stage units are households. The interviewees are each family member

aged three or over. The 2008–2009 cross-sectional wave interviewed 18,250 households

and 44,606 individuals.

3.4. Household Conditions and Social Capital Survey (CISF)

The survey on household conditions and social capital was designed by the International

Center of Family Studies (CISF) in 2009 with the aim of describing the well-being of

Italian families and their stock of social capital. The survey was carried out through

telephone interviews by COESIS. It collects household level data about socio-

demographic characteristics, income and overall economic condition, and a detailed set

of questions on social capital and relational well-being. The sampling design is stratified

by geographic areas and family types. The sample includes 4,017 households and has both

national and macro-regional representativeness. Unlike the others, the CISF survey is not

scheduled with regular frequency. It is the only survey not implemented by the Italian

National Statistical Institute (ISTAT) included in our integrated data set.

In general, multi-stage cluster and stratified sampling are two distinctive features

of complex surveys such as those used in this statistical matching exercise. As a

consequence, observations cannot be assumed to be independent and do not have equal

probability of being selected, as is the case of simple surveys. Observations that are from

the same cluster or strata are likely to be more similar to each other. Ignoring the sampling

design may introduce serious bias in both the imputation method and the outcome models.

Several authors (D’Orazio et al. 2006a; Ridgeway et al. 2015; Conti et al. 2016; Austin

et al. 2018) have analysed how to account properly for complex designs and the different

survey weights when implementing a statistical matching procedure, placing especial

emphasis on Renssen’s two-step procedure (Renssen 1998) based on calibration of the

weights and Rubin’s (Rubin 1986) file concatenation.

In our analysis, we minimized the adding complexity of different survey designs by

selecting the three main surveys to be matched (EUSILC, HBS, and TUS) from the same

statistical institute. Instead of integrating the income information from EUSILC, we

could have selected the Survey on Household Income and Wealth (SHIW) that is

conducted by Banca d’Italia every two years. The SHIW survey, which is part of the

Household Finance and Consumption Survey of the European Central Bank, is also

conducted in two stages. Municipalities with more than 40,000 inhabitants are all

included in the sample, while smaller primary units are selected using a probability

sampling scheme proportional to size. Secondary sampling units are then selected by

simple random sampling. On average, the sample comprises about 8,000 households

(20,000 individuals) distributed across around 300 Italian municipalities. The SHIW size

of both primary and secondary units is about 1/3 of the HBS size. Conti et al. (2016,

Table 2) show that the estimated proportions of households, conditional on two main

design variables such as macro-region and household size are not significantly different

between EUSILC and HBS. In the context of the present application, this is also the case

for all the ISTAT data bases EUSILC, HBS and TUS. There are no significant

differences also for the CISF database, which is not produced by ISTAT. Therefore, with
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the intent of not adding complexity, we preferred EUSILC to SHIW even though we

recognize that SHIW is interesting for the higher value of the information on the value

of assets, debts and regular savings with respect to EUSILC. Our choice was also due

to the consideration that ISTAT is actively committed to improving the ex-ante

harmonization of the EUSILC, HBS, and TUS social surveys and in complementing

the wealth dimension as part of the revision process under development within the

new European Framework Regulation on Social Statistics. Moreover, in recent years,

the Italian version of EUSILC has consistently made use of registered data that

cross-verify the income data collected through surveys using available social security

and tax records.

As part of our specification strategy of the propensity score regression, in the set of

matching variables we included some relevant variables of the sampling design such as

regions and household characteristics. According to Kum and Masterson (2010), the

propensity score matching method’s dimensionality reduction is effective in minimizing

the potential bias that may stem from the complex designs of the fused data sets.

Figure 1 illustrates how consumption, time use, and social capital donor data sets have

been linked to the income and wealth survey. The donor data sets include the extra

information missing in the recipient database. The recipient data set contains the most

detailed and accurate information about common variables gathered in all surveys.

Combining these relevant dimensions of well-being yields a “new” database, to which we

refer as the Italian Integrated Living Standard survey (IILS).

To respect the temporal correspondence between income and related variables, we

used the 2010 cross-sectional wave for the EUSILC survey because the information

on income refers to the previous reference period. We used the 2009 cross-sectional

wave for the HBS and the 2008–2009 wave for the TUS.

Donor data sets

Household
budget

(HBS-ISTAT)

Time use
(Multiscopo-ISTAT)

Social capital
and relational

well-being
(CISF)

Income, wealth,
living conditions
(EUSILC-ISTAT)

Italian integrated
living standard

(IILS - Econ Dept Univr)

Recipient data set Integrated data set

Fig. 1. The data sets used to create the integrated database.
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In the next section, we describe the features of each one-to-one matching implemented

following the sequential representation of Figure 1 and evaluate the statistical and

economic quality of the linking procedure.

4. Results of the Statistical Matching Procedures

We implemented three different statistical matching procedures using the EUSILC data

set as the recipient sample because this survey includes the most detailed information

regarding socio-demographic characteristics, household conditions, occupational status,

income, wealth, health and education.

In sequence, the first linking procedure performed the data fusion between the

EUSILC and HBS data set to impute the information related to household consumption.

The second statistical matching associated the information about household time

use with the EUSILC data set. The third matching filled in the missing values of the

EUSILC data for social capital, family relationships and family well-being, using the

CISF survey.

The three data fusions were implemented using the method outlined in Section 2. For

illustrative convenience, we report the EUSILC-HBS match only. For this matching, we

describe a) the alignment of common variables, b) their frequency distributions, c) the

standardized differences and t balancing tests, d) the distribution of propensity score,

e) the distribution of the extra information imputed with the propensity score procedure,

in the original and matched data sets, f) their ratio of mean and median by covariates,

and g) the investigation of uncertainty constructing the Fréchet bound, and implement an

economic evaluation of the statistical procedure. The results of the EUSILC-TUS and

EUSILC-CISF matching procedure are reported in the supplemental material.

4.1. Data Fusion Between the EUSILC and HBS

The EUSILC database does not record data about family consumption that is typically

collected in household budget surveys. As shown in Figure 1, we add household

consumption to the former survey. We aggregate detailed household expenditures into

nine categories: cereals; meat, fish and dairy products; fruit and vegetables; other food

products; clothing; housing; transport and communication; recreation and education;

health and hygiene.

The two basic conditions for implementation of the statistical matching are satisfied.

Both samples refer to the same target population and share a set of covariates related

to socio-demographic characteristics, household characteristics and working status

conditions. The common variables are defined in the same way in both surveys. Table 1

documents how we harmonized and aggregated the variables of major interest to achieve

the same alignment omitting trivial reclassifications.

The adopted propensity score specification that satisfied the balance property includes:

region of residence (five dummies coded as North-West, North-East, Center, South,

Islands), a dummy variable to indicate the presence in the family of children between 0–5

years old, and between 6–14 years old, a dummy variable to denote the presence in the

family of at least one self-employed worker, a single-parent dummy, home-ownership

(dummy variable equal to 1 if the household head is a home-owner), average family

Journal of Official Statistics544



T
a

b
le

1
.

A
li

g
n
m

en
t

o
f

co
m

m
o

n
va

ri
a
b

le
s

in
E

U
S

IL
C

–
H

B
S

m
a

tc
h

.

V
ar

ia
b

le
E

U
S

IL
C

H
B

S
H

ar
m

o
n

iz
ed

v
ar

ia
b

le

E
d

u
ca

ti
o

n
is

tr
_

c
ti

ts
tu

1
¼

u
n

q
u

al
ifi

ed
,

il
li

te
ra

te
1
¼

P
h

.D
o

r
su

p
er

io
r

g
ra

d
u

at
e

sc
h

o
o

l
1
¼

u
n

q
u

al
ifi

ed
2
¼

u
n

q
u

al
ifi

ed
,

ca
n

re
ad

an
d

w
ri

te
2
¼

m
as

te
r’

s
d

eg
re

e
2
¼

p
ri

m
ar

y
sc

h
o

o
l

3
¼

p
ri

m
ar

y
sc

h
o

o
l

3
¼

b
ac

h
el

o
r’

s
d

eg
re

e
3
¼

fi
rs

t
g

ra
d

e
se

co
n

d
ar

y
sc

h
o

o
l

4
¼

fi
rs

t
g

ra
d

e
se

co
n

d
ar

y
sc

h
o

o
l

4
¼

se
co

n
d

g
ra

d
e

se
co

n
d

ar
y

sc
h

o
o

l
(4

–
5

y
ea

rs
)

4
¼

se
co

n
d

g
ra

d
e

se
co

n
d

ar
y

sc
h

o
o

l
(2

–
3

y
ea

rs
)

5
¼

se
co

n
d

g
ra

d
e

se
co

n
d

ar
y

sc
h

o
o

l
(2

–
3

y
ea

rs
)

5
¼

se
co

n
d

g
ra

d
e

se
co

n
d

ar
y

sc
h

o
o

l
(2

–
3

y
ea

rs
)

5
¼

se
co

n
d

g
ra

d
e

se
co

n
d

ar
y

sc
h

o
o

l
(4

–
5

y
ea

rs
)

o
r

ce
rt

ifi
ca

te
p

o
st

-A
le

v
el

s
6
¼

se
co

n
d

g
ra

d
e

se
co

n
d

ar
y

sc
h

o
o

l
(4

–
5

y
ea

rs
)

6
¼

fi
rs

t
g

ra
d

e
se

co
n

d
ar

y
sc

h
o

o
l

6
¼

b
ac

h
el

o
r’

s
d

eg
re

e
o

r
m

as
te

r’
s

d
eg

re
e

7
¼

ce
rt

ifi
ca

te
p

o
st

-A
le

v
el

s
7
¼

p
ri

m
ar

y
sc

h
o

o
l

7
¼

su
p

er
io

r
g

ra
d

u
at

e
sc

h
o

o
l

o
r

P
h

.D
.

8
¼

b
ac

h
el

o
r’

s
d

eg
re

e
o

r
m

as
te

r’
s

d
eg

re
e

8
¼

u
n

q
u

al
ifi

ed

9
¼

su
p

er
io

r
g

ra
d

u
at

e
sc

h
o

o
l

1
0
¼

P
h

.D
.

S
ta

tu
s

in
em

p
lo

y
m

en
t

p
l0

4
0

p
o

sp
ro

f

1
¼

se
lf

-e
m

p
lo

y
ed

w
it

h
em

p
lo

y
ee

s
1
¼

ex
ec

u
ti

v
e

1
¼

se
lf

-e
m

p
lo

y
ed

2
¼

se
lf

-e
m

p
lo

y
ed

w
it

h
o

u
t

em
p

lo
y

ee
s

2
¼

m
an

ag
er

0
¼

o
th

er

3
¼

em
p

lo
y

ee
3
¼

cl
er

k

4
¼

fa
m

il
y

w
o

rk
er

4
¼

in
te

rm
ed

ia
te

ca
te

g
o

ri
es

5
¼

fo
re

m
an

6
¼

o
th

er
em

p
lo

y
ee

7
¼

tr
ai

n
ee

8
¼

h
o

m
ew

o
rk

er
9
¼

m
il

it
ar

y
fo

rc
e

(a
rm

ed
fo

rc
e)

1
0
¼

en
tr

ep
re

n
eu

r
1

1
¼

se
lf

-e
m

p
lo

y
ed

1
2
¼

in
d

ep
en

d
en

t
co

n
tr

ac
to

r

Dalla Chiara et al.: Integrated Database to Measure Living Standards 545



T
a

b
le

1
.

C
o

n
ti

n
u

ed
.

V
ar

ia
b

le
E

U
S

IL
C

H
B

S
H

ar
m

o
n

iz
ed

v
ar

ia
b

le

1
3
¼

p
ar

tn
er

o
f

co
o

p
er

at
iv

es
1

4
¼

as
si

st
an

t
1

5
¼

p
ro

je
ct

w
o

rk
er

1
6
¼

o
cc

as
io

n
al

co
n

tr
ac

to
r

(f
ro

m
co

d
e

1
to

co
d

e
9

em
p

lo
y

ee
,

fr
o

m
co

d
e

1
0

to
co

d
e

1
6

se
lf

-e
m

p
lo

y
ed

)

T
en

u
re

st
at

u
s

o
f

th
e

h
o

u
se

h
h

0
2

0
ti

p
o

cc
u

p

1
¼

o
w

n
er

1
¼

te
n

an
t

o
r

su
b

te
n

an
t

p
ay

in
g

ra
te

1
¼

o
w

n
er

2
¼

te
n

an
t

o
r

su
b

te
n

an
t

p
ay

in
g

re
n

t
at

p
re

v
ai

li
n

g
o

r
m

ar
k

et
ra

te
2
¼

o
w

n
er

0
¼

o
th

er

3
¼

ac
co

m
m

o
d

at
io

n
is

re
n

te
d

at
a

re
d

u
ce

d
ra

te
(l

o
w

er
p

ri
ce

th
at

th
e

m
ar

k
et

p
ri

ce
)

3
¼

ac
co

m
m

o
d

at
io

n
is

in
u

su
fr

u
ct

4
¼

ac
co

m
m

o
d

at
io

n
is

p
ro

v
id

ed
fr

ee

4
¼

ac
co

m
m

o
d

at
io

n
is

p
ro

v
id

ed
fr

ee
b

y
re

la
ti

v
es

o
r

fr
ie

n
d

s

N
o

te
:

T
h

e
n

am
e

o
f

th
e

v
ar

ia
b

le
s

in
ea

ch
su

rv
ey

ar
e

in
d

ic
at

ed
in

it
al

ic
s.

Journal of Official Statistics546



education (five dummies coded as Primary, Middle, Middle-High, High, University) and

total disposable household income.

Table 2 shows the frequency distribution of the variables used in the propensity score

specification. Geographical area shows the largest absolute differences. The value of

Cramer’s V test supports the hypothesis that the common variables are independent of

the group assignment. Therefore, considering a threshold of 0.15 associated with a weak

Table 2. Comparison between frequency distributions for some common variables.

EUSILC HBS Absolute difference Cramer’s V*

Geographical area 0.094
North-West 23.03 23.58 0.55
North-East 24.04 21.15 2.89
Center 22.97 17.62 5.35
South 21.36 26.61 5.25
Islands 8.60 11.04 2.44

Children 0–5 years old 0.020
No 88.53 89.75 1.22
Yes 11.47 10.25 1.22

Children 6–14 years old 0.011
No 84.01 83.18 0.83
Yes 15.99 16.82 0.83

Self-employed 0.005
No 80.51 80.15 0.36
Yes 19.49 19.85 0.36

Single-parent 0.025
No 91.41 92.78 1.37
Yes 8.59 7.22 1.37

Homeownership 0.009
No 25.50 24.72 0.78
Yes 74.50 75.28 0.78

Average family education 0.036
Primary 26.95 26.83 0.12
Middle 24.28 27.24 2.96
Middle-High 19.16 18.15 1.01
High 23.16 21.48 1.68
University 6.44 6.29 0.15

Household income 0.025
1st quintile 19.51 20.41 0.90
2nd quintile 19.48 20.44 0.96
3rd quintile 20.17 19.85 0.32
4th quintile 19.85 20.13 0.28
5th quintile 20.99 19.17 1.82

*The acceptance threshold of a weak relationship is 0.15.
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relationship, we can conclude that all these variables are independent of the groups. This

conclusion is generally supported by the evidence presented in Table 3. Before matching,

all standardized differences between recipient and donor groups were less than 20%,

indicating that the two data sets are similar. The magnitude of these differences decreased

after matching, becoming very close to zero. We use the test of standardized differences to

illustrate the reduction in bias that can be attributed to matching on common variables

(Rosenbaum and Rubin 1985; Lee 2013). Table 3 also shows the p-values of the t-test to

compare the means of the common variables. As pointed out by Rosenbaum and Rubin

(1985) and Caliendo and Koepinig (2008), it is reasonable to expect differences before the

matching execution. After matching, the covariates should be balanced in both groups and

hence no significant differences should be found, as is the case in Table 3. In general, the

balance in covariates is less likely to be achieved by covariates that do not significantly

impact the outcome (Garrido et al. 2014). Before matching, there are many covariates that

do not have the same proportion, but after matching the proportions in the recipient and

donor groups become equal. The sole exception is represented by the “Primary” category

of education, which is balanced before matching but after matching does not show the

same mean in the two samples. The Hotelling test also confirms that the covariates are

balanced between the two groups. The null hypothesis of joint equality of the means is not

rejected (Table 4).

These statements are supported by the evidence presented in Table 5. Conditioning on

the propensity score, all variables are balanced within the two samples. The upper part of

the table shows t-test values verifying whether the density distributions of the propensity

score are equal in the two selected samples within each stratum. The lower part shows the

Table 4. Hotelling test after matching.

Variable Mean of HBS Mean of EUSILC

Geographical area
North-West 0.230 0.230
North-East 0.248 0.240
Center 0.221 0.230
South 0.214 0.214
Islands 0.087 0.086
Children 0–5 years old 0.124 0.115
Children 6–14 years old 0.166 0.160
Self-employed 0.199 0.195
Single-parent 0.088 0.086
Homeownership 0.743 0.745

Average family education
Primary 0.251 0.269
Middle 0.249 0.243
Middle-High 0.199 0.192
High 0.238 0.232
University 0.063 0.064
Household income 3.197 3.158

Hotelling p-value 0.069
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t-test values carried out to determine whether the common covariates have the same

distributions in the two data sets. The first stratum is not shown because the propensity

score takes values higher than the first quintile into which the sample was initially divided.

Considering a 0.01 significance level, the propensity score and the common covariates

have the same distribution in the two samples.

We also performed a preliminary test to investigate the region of common support of

the propensity score value. As shown in Figure 2, the estimated propensity score takes

values in a similar range and displays comparable density distributions. Therefore, the

observations have the same probability of belonging to the recipient or the donor group.

In addition, we implemented a comparative analysis of different matching algorithms

such as radius, caliper, Epanechnikov and Gaussian kernels, nearest neighbor with and

without replacement and multiple comparison units. The results of all algorithms are

consistent in mean but they differ in distribution. Extra information imputed using radius,

caliper and both kernel matching algorithms produce mean and median values that are

similar to the same statistics of the original distribution, but standard deviations are

significantly smaller compared to the original variables. On the other hand, the distribution

of imputed values generated using the nearest neighbor algorithm is the most similar to the

donor’s distribution with and without replacement, and with different comparison units.

Table 6 reports these results for the three main consumption categories: cereals, protein

foods such as meat, fish and dairy products, and clothing. When adopting one comparison

unit, there are no significant differences between distributions with and without

replacement. As the number of comparison units increase, differences become more

marked, especially in terms of standard deviations. In light of these results, for our

matching exercise we adopt the nearest neighbor algorithm with replacement and one

comparison unit.

To verify the matching quality, we analyzed the distribution of the extra information

transferred from the donor to the recipient. We tested whether the extra information in the

matched data set preserves the same distribution as the original data set. We also compared

the distributions of the covariates used in the propensity score specification by computing

Distribution of propensity score

Propensity Score

HBS (donor data set)
EUSILC (recipient data set)

.2 .4 .6 .8 1

Fig. 2. Distribution of propensity score across recipient and donor data sets.
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the ratio of mean and the ratio of median. The ratio of median is not reported for the other

two data fusions because the meaning of their imputed variables does not fit well since

most of their values are concentrated in a single point of mass. Median is an indicator more

robust for skewed distributions, but in this context mean is the more appropriate tool with

which to evaluate the quality of the matching. A less accurate imputation can preserve

the same central tendency between the two databases, but when imputed values are very

different from those recorded in the donor data set, it is more difficult to preserve the

average value since the mean is largely influenced by outliers.

The distributions of all categories of expenditure are very close to each other, showing

that the matching procedure reproduced the same distribution as the original data set. For

illustrative purposes, in Figures 3 and 4, we report only the distributions of the four main

categories of expenditure and in Figure 5 we report the total household expenditure without

disaggregations. This evidence is not sufficient to characterize the quality of the matching

outcome completely. It is also necessary to inspect the marginal distribution of imputed

variables by variables used to estimate the propensity score value and to compute the

matching algorithm. Tables 7–8 and Tables A1–A3 in Supplemental material report the

means and the medians of the extra information in the integrated and donor data sets and

their ratio by the covariates used to estimate these values. These results show that the

synthetic database well preserves the marginal empirical distribution of the common

variables in the donor data set. Consequently, the original and matched groups are

statistically similar. The lowest income category records the highest difference in mean and

median between the two samples. Other discrepancies arise in the presence of children 0–5

Cereals
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0 0
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IILS: Mean=70.618

HBS: Mean=69.195

Std=47.002

Std=46.099

IILS: Mean=216.291
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0100
IILS (integrated data set)
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Fig. 3. Distribution of expenditure for “Cereals” and “Meat, fish and dairy products” in integrated and donor

data sets.

Dalla Chiara et al.: Integrated Database to Measure Living Standards 553



Food expenditure Total expenditure

.0
02

.0
00

5
.0

00
4

.0
00

3
.0

00
2

.0
00

1

.0
01

5
.0

01
D

en
si

ty

D
en

si
ty

.0
00

5
0 0

0 0 5000 10000 150001000 2000 3000 4000
IILS (integrated data set)

HBS (donor data set)

IILS (integrated data set)

HBS (donor data set)

IILS: Mean=496.116

HBS: Mean=488.145

Std=303.296

Std=299.921

IILS: Mean=2007.625

HBS: Mean=1933.986

Std=1105.422

Std=1088.105

Fig. 5. Distribution of “Food expenditure” and “Total expenditure” in integrated and donor data sets.

Fruits and vegetables Other food products

.0
08

.0
06

.0
04

.0
02

0

.0
06

.0
04

.0
02

0

D
en

si
ty

D
en

si
ty

0 500 0 200 400 600 800 10001000 1500
IILS (integrated data set)

HBS (donor data set)

IILS (integrated data set)

HBS (donor data set)

IILS: Mean=86.912

HBS: Mean=85.234

Std=64.273

Std=63.098

IILS: Mean=122.295

HBS: Mean=120.303

Std=94.325

Std=93.421

Fig. 4. Distribution of expenditure for “Fruits and vegetables” and “Other food products” in integrated and

donor data sets.

Journal of Official Statistics554



or 6–14 years old and where a member of the family is self-employed. In this case, the

divergence may be due to the number of children in each age group, rather than simply their

presence.

We also investigated uncertainty generated by the lack of identifiability given the

available data by calculating the Fréchet inequality for the contingency table associating

income and expenditure classes. The Fréchet inequalities bound the probabilities of two

joint events given the probabilities of the individual events conditioning on a set of

common variables. In the present context where we use categorical variables, if we only

know the conditional distributions F(yjx) and G(zjx) it is not possible to learn something

about the association between y and z given x, but we can identify the bounds max(0,

F(yjx) þ G(zjx) 2 1) # H(y,zjx) # min(F(yjx), G(zjx)) describing how uncertain the

Table 7. Cereals expenditure (in euros): Ratio of mean and median by covariates.

Average Median

HBS IILS Ratio HBS IILS Ratio

Geographical area
North-Western 71.23 71.05 99.74 60.84 60.79 99.92
North-Eastern 70.04 70.73 100.97 58.07 59.72 102.84
Center 69.30 72.67 104.87 59.95 62.35 104.00
Southern 67.80 68.38 100.84 58.97 58.83 99.76
Islands 66.40 69.24 104.27 56.96 59.36 104.21

Children 0–5 years old
No 67.63 70.35 104.03 57.70 60.18 104.30
Yes 82.88 72.65 87.66 72.65 60.99 83.96

Children 6–14 years old
No 65.10 70.47 108.24 55.32 60.11 108.66
Yes 89.44 71.40 79.84 78.93 60.79 77.02

Self-employed
No 65.89 70.46 106.94 56.09 60.18 107.29
Yes 82.54 71.25 86.32 72.57 60.65 83.57

Single-parent
No 69.41 70.63 101.75 59.36 60.14 101.31
Yes 66.44 70.51 106.13 57.97 62.59 107.97

Homeownership
No 64.02 70.48 110.09 54.16 60.65 111.98
Yes 70.89 70.66 99.68 60.80 60.22 99.05

Average family education
Primary 59.70 69.63 116.64 50.01 59.20 118.38
Middle 72.84 71.19 97.73 62.97 61.40 97.51
Middle-High 78.90 71.47 90.59 69.72 60.65 86.99
High 70.58 70.95 100.52 60.39 60.22 99.72
University 61.17 68.86 112.56 50.72 59.69 117.71

Household income
1st quintile 51.05 58.84 115.26 42.89 48.60 113.30
2nd quintile 62.65 64.51 102.98 53.28 54.95 103.13
3rd quintile 68.90 69.78 101.28 60.49 61.85 102.25
4th quintile 77.12 76.29 98.93 68.29 68.18 99.83
5th quintile 87.48 81.60 93.28 76.71 69.64 90.78
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association is between yzjx. When the intervals are statistically close, then the common

variables of interest are suitable for matching.

In the present estimation of the Fréchet bounds, we consider the set of common variables

used in the propensity score estimation. We first estimated these bounds, setting the intervals

equal to income quintiles as used in our model specification. In order to analyze the influence

of the width of the classes on the measure of uncertainty, we computed the same analysis also

setting the intervals equal to income tertiles, eight fixed classes, as defined in Donatiello et al.

(2014) that also match HBS and EUSILC, and income deciles. Consumption information

was aggregated using the same classes defined for the income distribution. As reported in

Table 9, the width of uncertainty is remarkably reduced from 20.3% to 5.9%, moving from

tertiles to deciles. Donatiello et al. (2014) report an average width of the uncertainty bound

Table 8. Total household expenditure (in euros): Ratio of mean and median by covariates.

Average Median

HBS IILS Ratio HBS IILS Ratio

Geographical area
North-Western 2154.79 2021.39 93.81 1891.81 1783.93 94.30
North-Eastern 2147.08 2119.94 98.74 1914.22 1882.80 98.36
Center 1967.24 2197.14 111.69 1765.92 1989.06 112.64
Southern 1705.08 1766.91 103.63 1539.43 1562.48 101.50
Islands 1552.99 1748.30 112.58 1404.63 1552.45 110.52

Children 0–5 years old
No 1884.86 1994.32 105.81 1655.32 1772.07 107.05
Yes 2364.10 2110.34 89.27 2133.66 1879.10 88.07

Children 6–14 years old
No 1836.22 2015.54 109.77 1608.69 1797.63 111.74
Yes 2417.41 1966.00 81.33 2164.89 1729.95 79.91

Self-employed
No 1806.41 2004.22 110.95 1591.03 1782.42 112.03
Yes 2449.27 2021.69 82.54 2174.32 1800.23 82.79

Single-parent
No 1939.83 1993.21 102.75 1718.85 1769.21 102.93
Yes 1858.89 2160.95 116.25 1639.10 1954.15 119.22

Homeownership
No 1817.00 2032.74 111.87 1638.38 1829.96 111.69
Yes 1972.39 1999.03 101.35 1738.17 1769.07 101.78

Average family education
Primary 1340.58 1952.43 145.64 1155.36 1753.83 151.80
Middle 1929.09 1945.56 100.85 1719.70 1731.26 100.67
Middle-High 2307.72 2072.13 89.79 2083.60 1816.95 87.20
High 2260.24 2077.00 91.89 2012.14 1846.66 91.78
University 2293.16 2031.11 88.57 2062.34 1762.85 85.48

Household income
1st quintile 1181.89 1481.45 125.35 1010.90 1235.49 122.22
2nd quintile 1593.65 1663.30 104.37 1436.04 1494.91 104.10
3rd quintile 1914.77 1931.64 100.88 1716.19 1730.43 100.83
4th quintile 2286.43 2247.94 98.32 2073.73 2015.75 97.20
5th quintile 2747.46 2581.01 93.94 2464.87 2332.84 94.64
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equal to 7.8%, setting eight classes equal for income and consumption, which is comparable

with our estimated range of 6.9% using the same intervals, though the comparison should be

taken with caution because the number of conditioning variables is larger. If we take as a

reference class definition the partition in deciles, we may consider an average width of 5.9%

as a sound indication of a valid inference, though there still seems to be a good margin for

improvement if, for example, auxiliary information was available. Inspection of Table 10

shows that, conditioning on the common variables, all cell probabilities for the eight selected

classes are between the lower and upper bounds.

In the next Subsubsection, we study the economic robustness of the matching by

investigating the Engel relationship linking the food share, an approximate indicator

of well-being (Perali 2003, 2008), and the logarithm of total expenditure. This is a

fundamental empirical relation that is stable independently of the society analyzed and the

time period considered.

4.1.1. Economic Robustness of the Matched Data: The Engel Relationship and

Material Well-Being

An immediate check of the economic robustness of the matched data is the comparison of

income in the recipient EUSILC database and consumption from the HBS donor data set.

Table 11 shows the number of households per income-expenditure and row frequencies

of quintiles of household income and total expenditure grouped by the same classes of

income quintiles. The marginal column of Table 11 shows that in the lowest quintiles, total

expenditure exceeds income for almost 72% of the families, suggesting under-reporting of

income (Meyer and Sullivan 2011). On the other hand, as is reasonable to expect, most

families in the upper income quintiles have positive savings.

In Table 12, we focus on the relationship between total expenditure and specific

expenditure items in the fused and donor data set. As shown in Table 12, all budget shares

have a similar magnitude and pattern in both data sets. Food, clothing and housing shares

decrease as total expenditure increases, as is typical for necessity goods. On the other

hand, the budget share of transport and communication and recreation and education

increase as total consumption increases.

Table 9. Average width of uncertainty bounds conditioning on common variables by different classes.

Classes Average width of uncertainty bounds

Income tertile 0.203

Income quintile 0.125

Eight classes defined by
Donatiello et al. (2014)*

0.069

Income decile 0.059

*Donatiello et al. (2014) defined the following classes: “Under EUR 1000”, “EUR 1000–1500”, “EUR

1500–2000”, “EUR 2000–2600”, “EUR 2600–3100”, “EUR 3100–3600”, “EUR 3600–5200” and “EUR

5200 or more”.

Dalla Chiara et al.: Integrated Database to Measure Living Standards 557



Table 10. Uncertainty bounds for total household income and consumption.

Income
classes

Consumption
classes Low.cx CIA Up.cx

1 1 0.00021 0.03565 0.10796
2 1 0.00010 0.03799 0.11970
3 1 0.00010 0.02918 0.10007
4 1 0.00000 0.02174 0.08065
5 1 0.00010 0.01085 0.05241
6 1 0.00005 0.00724 0.04055
7 1 0.00000 0.01094 0.04958
8 1 0.00000 0.00460 0.02827
1 2 0.00015 0.03701 0.12627
2 2 0.00008 0.04148 0.14724
3 2 0.00004 0.03939 0.14689
4 2 0.00000 0.03474 0.13315
5 2 0.00003 0.02051 0.08488
6 2 0.00005 0.01559 0.06708
7 2 0.00006 0.02669 0.10232
8 2 0.00001 0.01299 0.05510
1 3 0.00027 0.02766 0.10379
2 3 0.00016 0.03195 0.11913
3 3 0.00008 0.03486 0.14274
4 3 0.00008 0.03415 0.14402
5 3 0.00007 0.02252 0.09490
6 3 0.00000 0.01784 0.07493
7 3 0.00006 0.03193 0.12102
8 3 0.00012 0.01651 0.06482
1 4 0.00012 0.01876 0.07947
2 4 0.00016 0.02276 0.09596
3 4 0.00015 0.02689 0.11786
4 4 0.00005 0.02843 0.12807
5 4 0.00002 0.02015 0.09459
6 4 0.00000 0.01636 0.07610
7 4 0.00018 0.03097 0.12593
8 4 0.00016 0.01671 0.06658
1 5 0.00003 0.00760 0.04745
2 5 0.00010 0.00991 0.05767
3 5 0.00010 0.01228 0.06665
4 5 0.00000 0.01353 0.07412
5 5 0.00013 0.01039 0.07086
6 5 0.00005 0.00864 0.06341
7 5 0.00003 0.01595 0.07668
8 5 0.00018 0.00911 0.05257
1 6 0.00007 0.00408 0.03124
2 6 0.00006 0.00538 0.03740
3 6 0.00018 0.00699 0.04104
4 6 0.00005 0.00748 0.04426
5 6 0.00003 0.00584 0.04441
6 6 0.00005 0.00520 0.04258
7 6 0.00000 0.00980 0.04697
8 6 0.00002 0.00597 0.03840
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We further concentrate on the relationship between the food category and total

expenditure because it is a robust relation whose main features should be maintained in the

integrated database. Food expenditure and total expenditure have a similar distribution

pattern in the original and fused data set both in the bottom and upper tail (Figure 5). This

aggregate picture may hide significant differences, especially in the bottom and top five

Table 10. Continued.

Income
classes

Consumption
classes Low.cx CIA Up.cx

1 7 0.00001 0.00439 0.03289
2 7 0.00003 0.00599 0.03973
3 7 0.00010 0.00763 0.04482
4 7 0.00000 0.00858 0.04950
5 7 0.00005 0.00655 0.04814
6 7 0.00007 0.00614 0.04676
7 7 0.00017 0.01207 0.05559
8 7 0.00027 0.00789 0.04547
1 8 0.00000 0.00111 0.01156
2 8 0.00000 0.00154 0.01298
3 8 0.00000 0.00191 0.01388
4 8 0.00000 0.00223 0.01471
5 8 0.00002 0.00184 0.01446
6 8 0.00000 0.00175 0.01459
7 8 0.00006 0.00346 0.01559
8 8 0.00019 0.00251 0.01455

Notes: Classes are coded as: 1 ¼ “Under EUR 1000”; 2 ¼ “EUR 1000–1500”; 3 ¼ “EUR 1500–2000”;

4 ¼ “EUR 2000–2600”; 5 ¼ “EUR 2600–3100”; 6 ¼ “EUR 3100–3600”; 7 ¼ “EUR 3600–5200”; 8 ¼ “EUR

5200 or more”.

Low.cx: The estimated lower bounds for the relative frequencies when conditioning on the common variables.

CIA: The estimated relative frequencies under the Conditional Independence Assumption (CIA).

Up.cx: The estimated upper bounds for the relative frequencies when conditioning on the common variables.

Table 11. Conditional frequencies and percentages by income quintiles (in euros).

Quintiles of

household

income (Y)

Total expenditure (X) Average

savings

(Y-X),¼ 1199 1199s1788 1788s2545 2545s3662 .3662 Total

,¼ 1199 1060 1026 912 501 237 3736 21098.86

28.37 27.46 24.41 13.41 6.34 100.00

1199s1788 937 1068 895 558 272 3730 2450.12

25.12 28.63 23.99 14.96 7.29 100.00

1788s2545 754 1095 1098 616 299 3862 94.42

19.52 28.35 28.43 15.95 7.74 100.00

2545s3662 807 1058 1055 608 273 3801 1046.40

21.23 27.83 27.76 16.00 7.18 100.00

.3662 702 1092 1165 703 356 4018 3330.52

17.47 27.18 28.99 17.50 8.86 100.00

Total 4260 5339 5125 2986 1437 19147

22.25 27.88 26.77 15.60 7.51 100.00
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percent of the distribution. This is apparent when we compare the quantiles of the synthetic

data set against the quantiles of the donor data set, as shown in the Q-Q Plot of Figure 6

referring to the whole sample. If the two groups belong to a population with the same

distribution, the point should fall along the 45-degree reference line. Figure 6 shows a

different pattern between the two samples for both food and total expenditure, only in the

upper tail of the distribution. However, if we zoom in to the bottom and top five percent of

Table 12. Average budget share by quintile group of total expenditure.

Quintiles of total expenditure

Expenditure category 1 2 3 4 5

Food IILS 0.293 0.278 0.260 0.252 0.225
HBS 0.301 0.280 0.272 0.257 0.226

Clothing IILS 0.108 0.098 0.092 0.080 0.059
HBS 0.107 0.098 0.092 0.079 0.058

Housing IILS 0.327 0.293 0.274 0.255 0.212
HBS 0.326 0.290 0.266 0.253 0.211

Transport and communication IILS 0.103 0.151 0.166 0.178 0.185
HBS 0.098 0.151 0.168 0.177 0.184

Recreation and education IILS 0.058 0.083 0.107 0.134 0.198
HBS 0.058 0.084 0.105 0.133 0.199

Health IILS 0.110 0.096 0.101 0.102 0.121
HBS 0.111 0.098 0.097 0.101 0.123
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Fig. 6. Q-Q plot of food expenditure and total expenditure.
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the distribution, as shown in Figures 7 and 8, a similar departure in the lower tails can be

seen, representing less than five percent of the sample.

In order to describe the shape of the food and total expenditure distributions at the tail,

as shown in Tables 13 and 14, we test the statistical difference of the computed ratios of

the 90th and 10th percentile describing the extent to which food or total consumption is

larger at the top compared to the bottom of both the donor (HBS) and matched (IILS)

population. As shown in Tables 13 and 14, we also summarize the dispersion of food and

total expenditure with the Gini inequality index and test their difference. Table 14 also

illustrates the Foster-Greer-Thorbecke (FGT) poverty measures and the associated

statistics testing for the difference of the poverty measures in the donor and fused samples.

The Foster-Greer-Thorbecke (Foster et al. 1984) indices are computed by substituting

different values of the parameter a in the equation

FGTa ¼
1

N

XH

i¼1

z 2 yi

z

� �a
;

where Z is the poverty threshold equal to 60% of the median of total expenditure

respectively in the IILS integrated data (EUR 1082.944) and in the original HBS sample

(EUR 1040.557), N is the sample size, H is the number of poor (those with total expenditure

at or below z) and yi is total expenditure of each individual i. With a ¼ 0, FGT0 is the

headcount ratio, the proportion of the population below the poverty line. With a ¼ 1 FGT1

represents the poverty gap index, which summarizes the extent to which individuals fall

below the poverty line. With a ¼ 2 FGT2 measures the squared poverty gap (“poverty
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Fig. 7. Q-Q plot of food expenditure: focus on the tails.
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severity”) index, which places stronger emphasis on the poverty of the poorest individuals.

With the exception of the percentile ratio for total expenditure, for all other comparisons

we do not reject the null hypothesis that the estimates in the donor and matched data sets are

the same at the .01 significance level. On the basis of this evidence, we conclude that the

outcome of the matching is both statistically and economically robust.

To further verify the economic robustness of the matched distribution in a welfare

measurement context, we estimated the Engel relationship linking the food share, a

reliable proxy for well-being (Perali 2003, 2008), and the logarithm of total expenditure,

as shown in Figure 9, which plots the inverse relationship between the food share and the

logarithm of total expenditure. As the level of total expenditure increases, the food share,

and the associated level of household well-being, decreases in a similar fashion in both the

recipient and donor distribution.

To also investigate the shape of the conditional distribution of food expenditure with the

logarithm of total expenditure in the lower and upper tails where there is higher statistical
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Table 13. Dispersion indexes for food expenditure.

p90/p10 Gini coefficient

IILS (integrated data set) 4.7902 0.3189
HBS (donor data set) 4.7309 0.3206
DIFFERENCE 20.0592 0.0017

std. err. 0.0339 0.0022
p-value 0.0802 0.4474
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noise, we estimated the Engel relation by using also a quantile regression for each

distribution quantile not influenced by extreme values. We estimated five quantile

regressions for the quantiles 0.10, 0.25, 0.50, 0.75, and 0.90. Figure 10 shows the

estimated quantile coefficients with the associated confidence intervals (solid line) and the

least squares coefficients (dashed line) that, by construction, do not vary by quantile. OLS

estimates underestimate, especially in the lower tails, both the matched IILS data set and

the donor HBS dataset. The underestimation is larger in the integrated data set. Figure 11

shows the estimated quantile and OLS coefficients in the same graph. The distance

between the estimated OLS coefficients in the integrated and donor data set and by

quantile is not economically significant, although it is slightly larger in the lowest

quintiles. The difference between quantile regression coefficients at the level of the second

quintile is .005. This means that even if the estimated parameter is statistically significant,

Table 14. Inequality and poverty indexes for total expenditure.

FGTa poverty index*

p90/p10 Gini coefficient a ¼ 0 a ¼ 1 a ¼ 2

IILS (integrated data set) 3.6310 0.2766 0.1568 0.0334 0.0101

HBS (donor data set) 3.7593 0.2816 0.1658 0.0354 0.0106

DIFFERENCE 0.1283 0.0050 0.0090 0.0020 0.0005

std. err. 0.0218 0.0021 0.0035 0.0012 0.0006

p-value 0.0000 0.0175 0.0103 0.1004 0.3832

*a ¼ 0: headcount ratio, a ¼ 1: poverty gap index, a ¼ 2: squared poverty gap index.
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Estimated coefficient of total expenditure
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the variable’s impact is economically negligible (Goldberger 1991). This evidence shows

that in the fused data set the economic information is robustly maintained along all the

relevant portions of the income distribution.

4.2. Data Fusion Between EUSILC and TUS

The EUSILC survey does not collect information about how Italians spend their time. These

detailed data are traditionally gathered within specifically designed time use surveys. Both

samples constructed by ISTAT are drawn from the same population with the same sampling

design. They share a large set of common variables. Both fundamental conditions are

satisfied, so that we could reliably perform the statistical matching technique.

We used the same covariates to match the activities on a weekday, Saturday, and

Sunday. We obtained the same conclusion for the time spent on a weekday, on Saturday,

and on Sunday. Consequently, as supplementary data we only report the results for the

time spent on main activities during a weekday.

The common covariates used in the specification of the propensity score model

included the region of residence (three dummies coded as North, Center, South), age

(nine dummies for the age classes 3–5, 6–14, 15–19, 20–26, 27–36, 37–46, 47–56,

57–66, and older than 66), gender (1 if the individual is male), the presence in the family

of a worker (1 if there was at least one working member), the presence of students (1 if

there was at least one student in the family), the presence of children by age classes

(0–5, 6–13 and 14–18 years of age), single-parent family (1 if there was a mother or

father without partner, 0 otherwise) and the educational level attained (1 if the highest

education level was high school or more, 0 otherwise). This set of common variables is

the same as the common set used for the EUSILC and HBS, except the income variable

that is not present in the TUS.

The distributions of these variables do not show any significant relationship between

the two samples (Table A4). The largest absolute differences are recorded for

geographical area but, as highlighted by Cramer’s V test, these differences are not

statistically significant. We also tested the equal distribution of the covariates before and

after matching (Table A5). The largest standardized differences before matching are

observed between the categories that refer to the geographical area. These differences

disappear after matching. The p-values highlight the equality of means of covariates after

matching. The covariates that reject the null hypothesis of equality of means before

matching are the same covariates recording higher standardized difference.

The estimated propensity score shows a similar density distribution and its values show

a common support in the recipient and donor databases. Observations have the same

probability of belonging to one of the two samples (Figure A1) and we can be confident

about obtaining unbiased results after implementing the matching algorithm to impute the

missing values in the recipient database. To lend further support to this assertion, we

investigated the matching quality for the variables in which we are most interested, such as

rest, work, study and mobility (Tables A6–A9). These figures describe the differences in

the original and matched database and in the ratio of the means by each covariate used in

the propensity score specification. Almost all ratios are close to 100. This implies that the

average in the two groups is similar. Marked deviations from 100 are explained by the
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presence of some outliers in the donor data set that are not used to “impute” the missing

values in the integrated database as shown by the heavy upper tails (Figures A2 and A3).

This problem can be solved by computing the ratio of medians that gives statistical values

not influenced by outliers. Note that it is not possible to use the ratio of medians because in

most cases the median is equal to 0 and therefore the ratio cannot be calculated. In fact, the

time spent on a particular activity does not depend only on one socio-demographic

variable as represented in the tables, that is, work time should be compared jointly in

relation to age and occupational status.

4.3. Data Fusion Between EUSILC and CISF Surveys

This matching involves the EUSILC survey, which does not present information about

social capital, and the CISF survey, which collects detailed information on both bridging

and bonding social capital and relational well-being (Menon et al. 2015). The set of

common variables is the same as the common set used for the EUSILC and HBS, and

EUSILC and TUS with the addition of the occupational status of women. Here, the income

variable is not part of the set because it did not pass the balancing procedure.

To link these data sets, we implemented two different propensity score specifications

because some variables about family relationships are pertinent only for some types of

family. One propensity score specification concerned questions about family relations and

the relationship with children. As a consequence, this specification related to a subsample

of the EUSILC and CISF data set that does not include singles. We also excluded

the families defined as “other types of family” because this typology is not defined in the

same way in the two questionnaires and comparison is impossible with the available

information. The other specification, on the other hand, analyzed the whole sample

because the questions of interest are not related to family composition.

Statistical matching between these two questionnaires can be applied because the

surveys refer to the same target population and share a set of common covariates with the

same definition. Some variables are used in both specifications. We describe both because

the sample size differs and this may affect the shape of the distribution.

4.3.1. Propensity Score Specification Excluding Singles and Other Family Types

In this propensity score specification, which excludes singles and other family types, we

included the following variables: region of residence (five dummies coded as North-West,

North-East, Center, South, Islands), age of the household head (three dummies coded as less

than 35, 35–64, older than 64), dummies for the presence of children by age class (0–5,

6–13 and 14–18 years of age), main activity of the head of the household (four dummies

coded as Employee, Unemployed, Retired, Inactive person), woman’s occupational status

(dummy equal to 1 if the household’s wife/partner works), single-parent family (1 if there

is a mother or father without partner, 0 otherwise) and education level attained by the

household head (four dummies coded as Primary, Middle, High, University).

The distribution of these variables after their harmonization and aggregation is reported

in the Table A10. Only the different levels of education have relatively higher values of

absolute differences, although they are not statistically different in the two groups as

measured by Cramer’s V test.
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The specification used in the propensity score model achieved the balance in observed

covariates (Table A11). Almost all values of standardized differences are reduced after

matching, and the p-values show that the means of the recipient and the donor database are

not statistically different. The propensity score distribution is similar in the same common

support region, so we conclude that the observations have the same probability of being

assigned to one of the two samples (Figure A4).

The quality of the matching outcome is high. The ratios of mean are close or very close

to 100, revealing that the two databases have similar distributions of the extra information

(Tables A10–A14, Figures A5 and A6).

4.3.2. Propensity Score Specification for the Whole Sample

This specification involved the whole sample because the extra information was not related

to family type but concerns the attitude to participation in social life and social framework

that pertains to singles and families as well. The specification also included variables

regarding family composition, because the time spent on social events and voluntary

activities also depends on family characteristics. We considered the region of residence

(three dummies coded as North, Center, South), three dummies for the presence of children

by age class (0–5, 6–13 and 14–18 years of age), two dummies describing man and

woman’s occupational status (1 if the man/woman was an employee), single-parent family

(1 if there was only the mother or the father without partner) and level of education of the

head of the household (four categories coded as Primary, Middle, High, University).

The frequency distribution of these variables shows a similar trend in the two samples

(Table A15). The level of education of the head of the household displays the largest

absolute differences between categories, but these differences are not statistically

different, as pointed out by the result of Cramer’s V test.

This specification proves that the observed variables are balanced between the recipient

and the donor database. After matching, the standardized differences of all covariates are

close to 0 and the p-values of the t-tests do not reject the null hypothesis of equality of

means in the two samples (Table A16). The distribution of the propensity score value

shows that the observations with the same characteristics have the same probability of

extraction from both the synthetic and original data set (Figure A7). For simplicity’s sake,

we show the matching outcome for the variable “Take part in social activities or voluntary

work”, which is one of the variables of keenest interest in the present matching design

because of its relevance to the measurement of well-being. The distribution is similar in

the donor and integrated data set. Its ratios of mean are close to 100 (Figure A8 and

Table A17).

5. An Example of an Empirical Application to the Measurement of

Multidimensional Poverty

To better communicate at least some of the insights that can be obtained using the fused

living standard data, we propose some salient results, also from a policy point of view,

from an empirical exercise related to the multidimensional measurement of poverty.

The monetary dimension of poverty is not sufficient to capture the multifaceted reality

of poverty. A person with a relatively low standard of living may suffer from multiple
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deprivations. A person in poverty may be jobless and houseless, a single parent, lacking

good health, sufficient education or time to invest in the family. It could also be a person

poor in the relation or social capital dimensions. Some of these dimensions are not strongly

associated with income and can be highly informative about non-material dimensions

of well-being. In our analysis, the monetary dimension can take the traditional form of

disposable (after-tax) household income, may include the current income derived from the

property’s net worth (Brandolini et al. 2010), or may additionally include the evaluation of

time invested in household production to form an extended notion of income.

In general, an individual receives income Y from labour, pensions, and other transfers

and may hold a certain level of net worth or wealth W. Net worth, obtained as total income

minus total liabilities, is thus an indicator of long-run economic security, while access to

liquid assets is an indicator of the ability to cope with unanticipated emergencies. Current

income CY is then defined as the sum of income Y and property income rW, where r is

the average rate of return on assets, CY ¼ Y þ rW. Current income is an important

determinant of the “economic situation” of an individual that depends on the flow of

services over which it has command (Brandolini et al. 2010).

Adding to current income the value of time invested in household production gives a

measure of extended income. The problem of estimating the value of the production of

household services stems from the fact that the household product is not marketable. It is

therefore difficult to know the value of the marginal product generated within the family

enterprise. Therefore, the value of time devoted to paid market or unpaid domestic activities

differ. Household production is a nonmarket activity whose value can be measured by its

opportunity or market cost. A reasonable practice is to evaluate the time devoted to children at

the market value, that is the wage at which families would pay the person that would substitute

parents’ care (Sharpe et al. 2011, Caiumi and Perali 2015; Poissonnier and Roy 2017).

Such a comprehensive picture of a deprivation profile can be described only using

Integrated Living Standards data sets. In the present case, consumption information comes

from the household budget survey, income and wealth from the standard of living survey,

household time allocation from the time use survey and information on relational

well-being from the social capital survey. A multidimensional measure of poverty counts

the different forms of deprivation that a person experiences at the same time in different

indicators of poverty that, in the present application, are equally weighted. By convention,

Table 15. Incidence of poverty (headcount ratio – H).

North Centre South Italy

Italian sample
Equivalent total expenditure 0.1076 0.0893 0.2151 0.1356
Equivalente disposable income 0.0654 0.0852 0.1991 0.1100
Equivalent current income 0.0679 0.0871 0.2007 0.1121
Equivalent extended income 0.0388 0.0505 0.0870 0.0559

Subsample of Italian families with children
Equivalent total expenditure 0.1983 0.1450 0.2957 0.2200
Equivalente disposable income 0.0709 0.0960 0.2194 0.1276
Equivalent current income 0.0773 0.1067 0.2416 0.1406
Equivalent extended income 0.0462 0.0710 0.0836 0.0647
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a household is identified as multidimensionally poor if it is deprived in some combination

of indicators whose weighted sum exceeds 30% of all deprivations (Alkire and Foster

2011). The traditional unidimensional approach to measure poverty is to calculate the

proportion of the population who are poor, or headcount ratio H, on the basis of disposable

income or total household expenditure. We also compute the index H considering the

current and extended notion of income. We further calculate the multidimensional poverty

index (MPI ¼ HA), or adjusted headcount ratio, as the product of the incidence of poverty

(H ) and the average intensity of deprivation (A) reflecting the proportion of dimensions in

which households are, on average, deprived.

Table 15 reports the incidence of poverty H for both the Italian sample and the

subsample of Italian families with children also distinguishing the North, Center and South

macroregions based on equivalent disposable, current, extended incomes and total

household expenditure. Table 16 presents both the H and MPI measures for six and ten

deprivation dimensions. These deprivation dimensions are: 1) equivalent household total

expenditure or income (disposable/current/extended), 2) net worth, 3) parents education,

4) number of parents, 5) presence in the family of unemployed members, 6) women’s time

use for child care and household chores, 7) trust in family members, 8) trust on friends or

acquaintances, 9) satisfaction of the relationship with children, 10) satisfaction about time

spent together. The results are limited to the subsample of Italian families with children,

because only in this context these relational variables are observable. Interestingly, the

relative contribution of the dimensions “trust on friends” and “satisfaction about time

spent together” are the two most important contributions of all deprivation dimensions.

The striking result is that the poverty gap between the North and the South reduces

increasingly as we integrate deprivation dimensions in terms of both H and MPI. This is a

completely new map of poverty of great utility to policy-makers that we have been able to

draw thanks to the construction of the Integrated Italian Living Standard data set.

6. Conclusions

This study has described a procedure used to construct a data set integrating Italian

consumption, income, time use, and social capital surveys, adopting propensity score

matching. The choice of fusing four data sets was motivated by the recommendations of the

Fitoussi Commission (Stiglitz et al. 2010) and the interest of the Italian National Institute of

Statistics in estimating well-being from an equitable and sustainable point of view. In

general, integrated information is crucial for improving the quality of the estimation of

household and individuals’ well-being and of the comparisons of their standards of living.

Statistical matching can be seen as an imputation procedure for missing values from

a donor data to a recipient data set. We used the propensity score value as a synthetic

indicator of the common variables used in the specification model. This study gives

detailed information on the matching variables and the statistical tests of the independence

of the covariates playing special attention to the main data fusion between the EUSILC

and HBS surveys, which we evaluated also exploring uncertainty.

We also compared the distributions of the extra information in the original and synthetic

database. For the imputed information, we computed the ratio of mean and median

between the two databases for the covariates used in the propensity score specification. We
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also tested the economic robustness of the related data set by the Engel relationship, often

used as a benchmark measure for welfare measurement. The matched data set passed all

statistical and economic tests. To illustrate the value of the integrated information about

standards of living we describe an example related to the multidimensional measurement

of poverty. The noticeable result is that the poverty gap between the North and the South

of Italy reduces increasingly as we integrate deprivation dimensions. This approach

revealed a novel map of poverty of significant policy interest that we have been able to

draw thanks to the construction of the Integrated Italian Living Standard data set.

The objective of this study is undeniably challenging because it deals with independent

data sources not designed with integration purposes. Indeed, from a methodological point

of view, we share the common hope that the international institutional effort to produce

greater harmonization across HBS, EUSILC and TUS of both socio-demographic and

other key economic variables will soon generate significant changes in their questionnaire

design. As an example, a useful anchoring between HBS and EUSILC for matching

purposes may occur if both surveys are record linked with administrative registers on

income and wealth. Further, the ex-ante collection of auxiliary variables for integration

purposes may involve both food consumed at home or away from home and clothing and

footwear (not only in EUSILC, but also in HBS as aggregate recall questions), cumulated

and short-term savings, housing value and expenses, transport, health conditions and,

not last, stylized time use questions. This evolution would provide important auxiliary

information and more meaningful logical constraints that can be effective in making the

bias due to the conditional independence assumption negligible by reducing uncertainty.

An underexplored empirical issue that seems worth investigating in a systematic fashion

is the comparison of the matching quality between propensity score matching and

nonparametric matching methods placing especial emphasis on the selection procedure of

the best set of matching variables and on the opportunities to deal with complex sample

designs through weights’ calibration procedures during the execution of the process.

Another relevant empirical issue that may be more thoroughly analyzed is the

measurement of the impact on the estimated standard errors derived from the fusion of

multiple complex sample surveys.

Despite the lack of valuable auxiliary information, the results are satisfactory.

Therefore, we can conclude that the integrated database to measure living standards in

Italy can be reliably used to implement multidimensional inequality and poverty analysis

explicitly assessing the value of time and social capital and, in general, to measure

individual, household and social welfare more thoroughly.
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